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Computational Models of Natural Argument

GiuseppeCarenini' and Floriana Grass@ and Chris A. Reed

The Workshop. The ECAI 2002 workshop on Computationa
Models of Natural Argumentintendsto recogrise and consolidate
the critical massthat researchin the field overlappingArgumenta-
tion TheoryandArrtificial Intelligencehasdevelopedin recentyears.

As representatiasandprocessesvestigatedn philosophical the-
ory of agumentationin informal logic, andin dialecticscanprovide
the startingpoint for computationamodelling, the oppositeis also
true. Efforts within Al to build compuational modelsof argumert
processinganstimulateresearchers argumenation theoryto de-
velopmorepreciseanduniform representations.

Alreadyfruits of crossfertilisationbetweenAl andargumentation
theory are beginning to ripen and this workshopwill surely foster
furtherinteractionandcollaboration.

The Programme. Theworkshops progranmeincludeseightpa-
pers,all of which we believe have greatpotentialto stimulatecross-
disciplinarydiscussion

A commonthemethat runs through much of the area,and that
is duly representedh several of the papershere,is the relationship
betweenarguments,defeasiblelogics and probailistic reasoning
Walton & Reeddiscussschemedor presumptie (defeasible)argu-
ments,raising interestingissueson their completenesand on how
to expressthemgraphically Grattonexploreshow the probabilities
of possiblecountexampesfor an argumentarerelatedto the degree
of suppat to the aguments claim givenits premisesDas presents
a Toulmin-based formalismto represenaigumentschems thatin-
tegrateslogics and probabilitiesin a computationamodel of belief
networks.

Several otherareasof overlapbetweenAl andargumentatiorare
representeih theworkshopprogram

In Al, the designof systemshatcanautomaticallyrecogniseand
generatetext is ever more frequently basedon the the analysisof
large text corpora.Conceptsfrom the pragma-dialecticappraach
discussedn Snoeck-Hen&manscould be extremelyvaluabe to fo-
cusan empiricalanalysisof corporaof (symptomatic)aturalargu-
ments.

Yuan,Moore& Griersonunify two dialoguetypologesdeveloped
in Philosophyand Education.From this analysis,promisingideas
emepe for the designof a computerdebatesystemthat may effec-
tively improve studentscritical thinking anddebatingskills.

Thegeneratiorof naturallanguageargumeris from logical proofs
hasreceved considerale attentionin Al. Fielder & Horacekout-
line acompuationalmodelthatproduesa naturalproof description
from anunderlyingmachine-gearatedoroof. Severaltechniqus are
discussedo selectthe properdegreesof argumentgranularityand
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explicitnessby taking into accounta model of humanperformance
in processingargumentsin the proposednodel,oncean agument
is presentedit canbefurtherexplored/expandednteractiely by the

user

Argumentationcan play a critical role in modelling autonomais
agentsand their interactions.Kakas & Moraitis proposea frame-
work, groundedn logic programming andnon-morotonicreasoning,
thatcanbe appliedto modelhow eachagentdeterminests position
in an agumentatie dialog. The frameawvork focuseson interagent
deliberationand decision making, and the interactionwith agent
preferences.

Thelegal domainis probablythe onein which thereis moreneed
for systemsthat cansupport the managerant of large setsof argu-
ments.Praklen & Vreeswijk discussthe developmentof a system
for editing, procesig andvisualizingargumers involvedin alegal
civil case.The main challengethey faceis to devise argumentation
schemeshatareexpressve enoughto representhe subtletiesof the
caseandto supportusefulprocessingbut arestill understadableto
theusers.

Thecombinationof sucharich anddiverseprogranmeontheone
hand,andthesubstantiabverlapandcommongrourd in theassump-
tionsandapprachesof the contrikutions,on the other promisesan
exciting meetingwith the opportunityfor all participantsto join in
lively, stimulatingandproductve discussion
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Logic of Probabllistic Arguments

Subrata Das'

Abstract. We presenglogic for reasoningvith probabilisticargu-

mentsto help decisionmakingunderuncertainty The syntaxof the
logic is essentiallymodal propositional,and argumentsof decision
makersareexpressedssentenesof thelogic, with associatedup-
portsdravn from aprobablity dictionary To aggreateasetof agu-

mentsfor andagainssomedecisionoptions we constru¢ aBayesian
belief network basedon the agumentsetwithout requiringary ad-
ditional information from the decision-makr. Evidencecorverted
from the underlying knowledge of the decisionmaler is postedat

therelevantnodesof thebeliefnetwork to computeprobability distri-

butions,andhencerankings,amongthe decisionoptions.Decision-
makingbasedn suchrankingsof decisionoptionsis thereforeguar

anteedo be consistentvith probalility theory We developpossible
world semanticof thelogic, andestablistrsoundressandcompete-
nessresults.We illustratethe proposediecision-maing framevork

in the context of aconcreteexample.

1 Intr oduction

Humandecision-malng canbe regardedasa comple information
processingactvity, which, accordingto (Rasmussen]983), is di-
videdinto threebroadcateyories,corresponihg to actiities atthree
differentlevels of compleity. At the lowestlevel is skill-basedsen-
sorimotorbehaior, representinghe mostautomatedlargely uncon-
sciouslevel of skilled performare suchasdecidingto brake upon
seeinga car ahead At the next level is rule-basecbehaior, exem-
plified by simple proceduralskills for well-practiced,simple tasks
such as inferring the condition of a game-playingfield basedon
the currentweather Knowledge-tasedbehaior representshe most
comple cognitive processingusedto solwe difficult andsometimes
unfamiliar problems for makingdecisionghat requiredealingwith
variousfactorsanduncertaindata.Examplesof this type of process-
ing include determiningthe statusof a game(i.e. a sportingevent),
giventhatthereis transportdisruption.Our focushereis to develop
an agumentationframewvork to supporthumandecisionmaking at
the knowledge baselevel by providing suggestionsisto alternatve
course®f action,andhelpdeterminghe mostsuitable Humandeci-
sionmalersoftenweightheavailablealternatvesandselecthemost
promisingonebasedon the associateg¢rosandcons.The propcsed
argumentatiorframevork, similarto the onedevelopedin (Dasetal.
1997;DasandGrecu,2000;Fox andDas,2000),thereforenaturally
supportshumandecision-makrs by augmentingandcomplemating
their own cognitive capabilities.

Two importantrequirementsnustbe metif we areto develop a
practical and useful decisionsupport system:the systemmust be
declaratve androbust. Thedeclaratve natureof thesystemensures
humanreadableepresentationf knovledgeandhuman-like reason-
ing with knowledge.Rolustnesof the systemensurests ability to
copewith uncertainor missingdatain situationswheretherequired
knowledgeis unavailablein theunderlyingknowledge baseWe plan
to malke our proposedramenork declaratie via the useof a high-
level logical syntaxfor representingargumentsjncluding probabl-
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ities to representheir strengthsThe robustnesss assuredvia rep-
resentationshatallow compuationsover a rangeof values,andthe
useof Bayesianbelief network techndogy (Pearl,1988)to support
combiningdiverseevidenceof agumentgor andagainsdecisional-
ternatves. The belief network formalism supportsprobalilistic rea-
soningoverthe causabndevidertial relationscombiningknowledge
from decisionmalersandthe currentsetof beliefs,sothatthe sys-
temcanderive probability estimategor adoptingparticulardecision
options.

To summarizeour framework, we usethe syntaxof modd propo-
sitional logic for representingarguments,and include probabilities
to representheir strengthsFor the purposeof aggreationof argu-
mentswe automaticallytransforma setof agumentsor andagainst
somedecisionoptionsinto a belief network. The generatecbelief
network thenformsthe basisfor compuing aggreyatedevidence for
thedecisionoptionsaccordingo the strengthof theargumentsThis
hybrid approat hasthefollowing advantages:

e Argumentsare expressedn a humanreadablesyntax of modal
propositionallogic, along with a probablity dictionary for ex-
pressingheir strengths.

e Thepossibleworld semantic®f thelogic thatwe developis intu-
itive to decisionmalers,asdecisionoptionssimply correspondo
variouspossibilitiesmappedo possibleworlds.

e Aggregationis carriedout on a belief network that is automat-
ically constructedout of available agumeris, and no additional
knowledge needgo beacquired

Therestof the pape is organizedasfollows: Section2 presents
an amgumentation-bsed decision-makig frameavork. Section 3
presentghe underlyinglogic of argumentsin the proposedframe-
work. Section4 presentsan approachto agumentaggreyation via
Bayesiarbelief networks. Section5 presentsa concreteexampleto
illustrate the syntaxand semanticof the logic and the agumenta-
tion and aggreyation processEachof Section3 and Section4 can
bereadindepenently of the other but the examplein Section5 re-
quiresundestandingof both the logic andthe aggreation process.
Throughot the paperwe usethe single example of the statusof a
ball game,which is scheduledo occur sometimetoday Proof of
theoremsandpropositionsstatedn the paperhave beenomitteddue
to spacdimitations.The proofscanbefoundin (Fox andDas,2000).

2 Decisin Making via Argumentation

This sectionpresentshenon-tempmral versionof theargumentation-
baseddecision-malng framevork that was developedin (Fox and
Das, 2000; Daset al. 1997), but focusingonly on probabilisticar-
gumentsWe first provide a brief historicalbackground of algumen-
tation. Thenwe provide a concrée examge to illustrate the use of
argumentationfollowed by theformal’domind modelof agumen-
tationanda knowledge representatiofanguaye for expressingdeci-
sionconstructsandbeliefsandknowledgein the model.



2.1 Brief Background in Argumentation

Toulminin his book (Toulmin, 1956 discussedow difficult it is to
casteverydaypracticalagumentsnto classicaldeductve form. He
claimedthatargumerts needel to be analyzel usingaricherformat
thanthesimpleif-thenform of classicalogic. He characterizeprac-
tical amumentatiorby meansf theschemen Figurel.

No radio commentary Supports The game is cancelled

Data » Qualifier, Claim

Warrant

Since
Radio commentary is usually provided
for a game

Rebuttal

Unless
Backing Radio transmission failure at the station
Because

According to the broadcasting corporation
there was radio commentary for 99% of the games

Figurel. Toulmin'’s modelof agumenation

As shavn in Figurel, Toulmin’s modeldecompsesanargument
into anumberof constituenelementsi) Claim: thepointadecision
maler is trying to make; 2) Data: the factsabou a situation pro-
videdto supportthe claim; 3) Warrant:statementindicatinggenera
waysof arguing;4) Backing:generalizationgroviding explicit sup-
port for an argumen; 5) Qualifier: phrasesshaving the confidence
an argumentconferson a claim; 6) Rehuttal: acknowledge®xcep-
tions or limitations to the agument.To illustrate, consideran argu-
mentclaiming thatthe game ,which wassupposedo be held today
hasbeencancelled The factsor beliefs(thatis, data)on which this
claimis madearethatthereis no radiocommentaryfor the gamein
question.Generalprinciplesor rules,suchas”radio commetary is
usually provided for a game”, warrantthe agument,basedon sta-
tistical researctpublishedby the broadcastingorporationwhich is
thebacking Sincethe argumentis not conclusve we insertthe qual-
ifier "supports” in front of the claim, andnotethe possibility thatthe
conclusionmay be retutted on othergrounds suchasfailure of ra-
dio transmissiorof the commerary. Our approad is to transform
Toulmin’s work to a moreformal setting,muchthe sameway asin
(Fox etal, 1992).We too dealwith the concepts of warrantandre-
buttal, but as very simple prepostional argumerts for and against.
We do not dealwith first-ordersentencethat are more suitablefor
representingpackingsin Toulmin’s model.We introducethe useof a
singlequalifiercalled’support'.

2.2 Example DecisionMaking Process

We explain here the argumentationbaseddecision-méing frame-
work in (Fox andDas,2000), continuing with ourball-gamesxample
asshawn in Figure2.

Theprocesstartswhenthedecisionmaker obsenestransportis-
ruption on the way to catcha public transport(e.g.a bus) to go to
town for the game.The newly discoreredtransportstatusthen be-
comesthe decisionmaler’s belief. Given that the decisionmaker
"believes” thatthereis transpordisruption,it raisesa”goal” of find-
ing the statusof the game.lIt then infers from its commonsense

Travel to

Town

Shopping

Withdraw
Money

- I

Transport

Disruption Determine
Game

Status

Decide
Activity

Cancelled

Postponed Movie

Figure2. Decision-makingflow

knowledge that therearethreepossibleor "canddate” statesof the
game,On, Cancelled,and Postponedand so constructsalguments
for andagainstthesealternatves. Theseargumentauseotherbeliefs
of his, basedon obsenations suchas the weatherand radio com-
mentary In this casethe balanceof "argument”is in favor of the
gamebeing cancelled,and this condusion is addedinto the deci-
sionmaler’s databasef beliefs.Giventhis new beliefregardingthe
cancelledstatusof the game,a new goal is raised,i.e. to plan for
alternatve actvities. As in determiningthe statusof the game here
therearetwo optionsfor alternatve actiities, shoppingandgoingto
amavie, andthedecisionmalker onceagainconstruds argumentsor
the alternatves,takinginto accounttransportcost,etc.,andrecom-
mendsgoing shoppng asthe mostpreferredalternatve actiity on
thebasisof the agumentsThe adoptionof a shopping’plan” leads
to anappropriateschedile of "actions” involvedin shoppng, suchas
withdraving money, traveling to town, going to stores,etc. The ef-
fectsof theseactionsarerecordedn the decisionmaler’s database,
which mayleadto furthergoals,andsoon.

2.3 The Domino Model

Figure 3, the 'domind model, capturesgraphicdly the decision-
makingframework, wheretheouterchainof arronsin thefigurerep-
resentthe above exampledecision-makingprocessWithin our pro-
posedrameawork, adecisionscheméaasseveralcomporentparts:an
evoking situation,a goal, one or more candidaes,and one or more
commitmentrules.

A situation describesas a booleanexpressionon the database
of beliefs, the situation or event which initiates decisionmaking.
For example, a belief that an abnormality (e.g. transportdisrup-
tion) is presentmay lead to a choice betweenalternatve possible
causes/déctsof it.

A goalis raisedas soonasthe evoking situationoccurs.In par
ticular, the belief that an abnamality is presentmay raisethe goal
of determiningits causeor effects.For examge, if transportis dis-
ruptedthenoneof its possibleeffectsis the cancellatiorof thegame,
sothereforethe goalis to determinegamestatus On the otherhand,
if thereis noradiocommentarythenagoalis to determinethe status
of the game,asits cancellationcauseso radio commerary. Typi-
cally, agoalis representely a propertythatthedecisionmalertries
to bring about.

Candidatesare a setof alternatve decisionoptions,suchason,
cancelledpostponedIn principle the setof candidatesnay be de-
fined extensionally (as a set of propcsitions) or intentionally (by
rules),but we only considertheformercasehere.

Argumentsare modal-propsitional rules that define the argu-
mentsthat are appropiate for choasing betweencandiddesfor the



decide_alternate_activity cancelled

— withdraw_money
— travel_to_town
Determine_game_status - shop

- transport_disruption

Goals = Situation Action

Candidates ———® Arguments ————— = Plan
|

-on
- cancelled *  transport_disruption => support(cancelled, 0.7);
- postponed

\l

- shopping
= movie

shopping

» rain => support(not shopping, '+) -

Figure3. Dominoprocessview of the example

decision.Argumentschemasaretypically concerne with evidence
whenthedecisioninvolvescompetinghypothesegbeliefs),andwith
preferencesndvalueswhenthe decisionis concernedvith actions
or plans.

Commitmentrules define the conditionsunder which the deci-
sion may be recommende, or taken autonomaisly, by the decision
malker. It mayincludelogical and/ornumericalconditionson the ar-
gumentandbelief databases.

The following sectionrepresents decisionschemaandits com-
poners asdescribedabove into a decisionconstrug.

2.4 Decision Constructs

The concep of the domino decisionschemeand its compmentsis
capturedin a high-level declaratve syntax.Figure 4 givesthe de-
cision constru¢ representinghe 'DetermineGameStatus’decision
circle in Figure 2. All decisionshave an evoking situationwhich,
if the decisionmalker believesit to be true, raisesthe correspmd-
ing goal. The threepossiblepathsfrom the decisioncircle go to the
following threealternatve pathways: on, cancelled and postpaed.
Thesecandidatesirerepresenteedxplicitly in the decisionconstruct.
Theamgumentsandcommitmentsithin adecisionconstruciarealso
representedirectly.

The decimalnumbe in an agumentrepresentshe probabilistic
measuref supportgiven by the agumentto the decisioncandidae.
The basicideais thatan argumentis a reasonto believe something
or areasonto actin someway and an argumentschemais a rule
for generatingsuchreasonsduring decisionmaking. The more ar-
gumentsthereare for a candidatebelief or action,thenthe morea
decisionmaleris justifiedin committingto it. Theaggreationfunc-
tion canbe a simple"weighing up of prosand cons” (netsupprt),
but it represents family of moreor lesssophisticatedunctionsby
whichwe mayassesshemeritof alternatve candidatedasednthe
argumentsaboutthem.

In generalanargumentschemads like an ordinaryinferencerule
with

support(<ca ndidate>, <sign>)

asits conseuent,where<sign> is dravn from a setcalled a
dictionary The<sign> representdposely the confidencethatthe
inferenceconferson the candidate The dictionary may be strictly
guantitatve (e.g.thenumbersn the[0,1] interval) or qualitative (e.qg.

11

decision::
situation
transport
al

game_status
_disruption

determine _game_status

candidates
on;
cancelled
postponed

arguments ) )
transport  _disruption => support(cancell ed, 0.7);
not radio_commen tar => su&é)ort not on, 0.9);
not rain —=> support(on, 0.95);
bad_econo my => ‘support(n ot cancelled, 0.6);
bad”econo my & free_slot => support(post poned, 0.7);

commits
netsuppor t(X, U) & netsupport(Y , V) &
netsuggor tEZ, vv)) & U > {3/p& ‘J > W=; add(X).

Figure4. Exampledeckionconstrict

the symbols+, - or pro, con). Herewe are dealingwith probabilis-
tic agumentsand<sign> is dravn from the probaility dictionary
[0,1]. An exampleargumentfrom the decisionconstructin Figure4
is

transport_d
support(ca

isruption =>

ncelled,0.7 )

where <candida te> is 'cancelled'. Informally, the argument
statesthatif thereis transportdisruptionthenthereis 70% chance
that the gamewill be cancelled.The restof the agumers of the
decisionconstrut¢ provide supportfor and againstthe decisionop-
tions basedon the evidence of radio commetnary, weathey and
hostingclub’s economiccondtion, and availability of free slotsfor
reschedulinghe game.A knowledge basefor the decisionmaler
consistof asetof definitionsof this andotherkinds of tasks.

A decisionmalker consides the decisiongame_st atus in Fig-
ure 4 for activation when the belief transport_di sruption
is addel to the database.When the decision maker detects
this, it checkswhether ary of the candidateshas already been
committed. If not, the decision will be activated and the goal
determin e_game_statu s is raised; otherwise no action is
taken. While the goal is raised,further information aboutthe situ-
ation (e.g.the weather)can be examinedto determinewhetherthe
premise®f ary agumentschemasreinstantiated.

A commitmentruleis like anordinaryrule with oneof

add(<propert
schedule(<pl

y>)
an>)

asits consegient. The formeraddsa new belief to the knowledge
baseandthe latter causesan actionto be schedled asfollows (see
Figure5):

See(Fox and Das, 2000) for informationon how to dealwith a
scheduledplan that is committed.When a decisionis in progress
then,asadditionalargumentsbecomevalid, the decisions commit-
mentrulesareevaluaedto determinevhetherit is justifiedto selecta
candidateA commitmentrule will oftenmake useof anaggregation
function suchas’netsupport’but this is not mandatory The netsup-
port function evaluaescollectionsof algumentsfor andagainstary
candidateo yield anoverall assessmerof confidenceandestablish
an orderingover the setof candidatesthis orderingmay be based
onqualitative criteriaor on quantitatve assessmemtf the strengthof
theamgumentsThis functionhastheform:
candidate>,

netsupport(< <support>)



decision::
situation
cancelled
goal
decide_al
candidate
shopping;
movie
arguments
rain => support( no shopping,

alternative_a ctivity

ternative_act ivity

0.8);

commits

Figure5. Exampledeckionconstuct

In section4, we implementthe 'netsupprt’ function using an al-
gorithm for evidence propagationin belief networks (Pearl,1988
Jensen199%).

3 Logic of Arguments

Thesectionpresentsheunderlyinglogic of theargumentation-bsed
decision-malng framework, L4.4, asdescribedabore, its possible
world semanticsandthe soundressandcompletemssresults.

3.1 The Syntax

SupposeP is the setof all propositionsyepresentingropertiesand
actions, and includesthe special property symbol T (true). Note
that the logic doesnot distinguishbetweenpropertiesand actions;
ratherthey are treateduniformly as propostions. L4, IS essen-

tially a propositionallogic extendal with certainmodal operators.

Themodaloperatorgbel) and(goal) of L4,y correspad to beliefs
(Fagin,1988;Hintikka, 1962)andgoals(CohenandLevesque 1990)
respectiely. Propositionsaresupportedby collectionsof argumertts,
andthe confiderte in a propasition or argumentis representedy a
numberbetweer0 andl. SupposeD is thedictionary[0, 1] with the
top elementA as1. In addition,for eachdictionarysymbd d € D,
we have amodal”support” operator{supq) in Larg. Theformulae
(or assertionyof L4,y extendthedomainof propasitionalformulae
to thedomainof formulaeasfollows:

e propositionsareformulae.

e (behF and(goal)F areformulae,whereF is aformula.

o (supq)F is aformula,whereF is aformulaandd is in thedictio-
naryD.

e —F andF A G areformulae,whereF andG areformulae.

Wetake L (false)to beanabbreviation of =T . Otherlogical con-
nectves andthe existential quantifierare definedusing— and A in
theusualmanne.

3.2 Example Sentencesnd Arguments

We provide heresomeexamplesentence of La,4 thataretransla-
tions of the decisionconstructshavn in Figure4. The situationand
goalportionin thedecisiongame_status is translatedo thefol-

lowing modalrule:

(bel)transport_ disruption — (goal)determine_game_ status

Theabove L 4,4 Sentencetateshatif transport disruption is be-
lieved,thenagoalis determine game_status A goalis consideredo
beachievedassoonasit becanestrue.In the context of thedecision
game status thisis reflectedn thefollowing formulae:

(bel)(on A =cancelled A —postponed) —
(bel)determine_game_status

(bel)(cancelled A —on A —postponed) —
(bel)determine_game_status

(bel)(postponed A —on A —cancelled) —
(bel)determine_game_status

Figure 6. Translaton of thegoalin thededsion constuct shovn in
Figure4

Thefirst of the above four sentenes(Figure 6) statesthatif it is
believed that the gameis on, but neithercancdled nor postpored,
thendetermine game statusis believed In otherwords,the earlier
goal determine game statusis consideredachiezed uponbelieving
thatthe gameis on. The L4,4 representationfor the argumentsin
thediagnosigecisionare(Figure7):

(bel)transport_disruption — (supo.7)cancelled
(bely—radio_commentary — (supo.9)—on

(bel)—rain — (supo.gs)on

(belYbad_economy — {(supo.e)—cancelled
(bel)(bad_economy A free_slot) — (supo.7)postponed

Figure7. Translaion of theargumensin the decsionconstrict shavn in
Figure4

3.3 The Axioms

Theaxiomsof L 4,4 aredividedinto classicakndmodalaxioms.For

classicalaxioms,we conside every instanceof a propasitional tau-

tology to beanaxiom,andwe alsohave themodusponensinference
rule. L 4,4 adoptsa standardsetof axiomsandinferencerulesof be-

liefs and goalsin its reasonilg and decisionmaking, which canbe
foundin (CohenandLevesque 1990;Meyer etal, 1991). A detailed
explanationcanbefoundin (Fox andDas,2000. The La,4 axioms
andinferencerulesare:

—(bel) L,—{goal) L

(bel)F A (bel)(F — G) — (bel)G
(bel) F — (bel){bel) F

—(bel) F' — (bel)—{bel) F

(goal)F A (goal)(F — G) — (goal)G
(bel) F — (goal)F

if - F' thent (bel) F

We now presenta setof axiomsfor the modal operator{supa).
First of all, therecanbe no suppat for aninconsisteng andthis is
axiomatizedasfollows:

—(supq) L,for everyd € D

The following inferencerule statesthat the suppat operatoris
closedunderimplication. In other words, if F' hassupprt d and



F — G isvalid in thenG too hassuppat d.
if F F — G then F (supq)F — (supq)G, for every d € D

A valid L 4,4 formulaalwayshasthe highed suppat:

if - Fthen  (supa)F

Supportoperatorsanbe combinel to obtaina singlesuport op-
eratorby usingthefollowing axiom:

(supg1)F A (supg2)G — (supgigdz)(F A G)

where® : Dx D — D isthefunctionfor computingsupportsfor as-
sertionsderived throughmaterialimplication. The axiom stateshat
if d1 andd2 aresuppats for F' andG respectiely then®(d1, d2)
(or d1 @ d2 in infix notation)is a derived supportfor F' A G. Note
thatd @ A = d, for everyd in D. If F = G, thentheabove axiom
basicallyaggreatestwo argumentsfor the decisionoption F'. Such
aggreationvia belief networks will be presentedn the following
section.Thefollowing axiomsaysthatevery level of evidencefor an
assertioralsoimplies every level of evidenae for the assertiodower
thantheeviderce:

(supq1)F — (supq2)F,where d2 < d1

3.4 Possble World Semantics

A modelof L a4 is atuple
(W’ ‘/1 Rb, Rs: Rg)

in which W is a setof possibleworlds. A world consistsof a setof
qualifiedassertion®utlining whatis true in theworld. V' is a valu-
ation that associategachworld with a subsetof the setof propasi-
tions.In otherwords,

V:W = II(P)

where P is the setof propasitionsandII(P) is the power setof P.
Theimageof theworld w unde the mappingV’, writtenasV (w), is
the setof all propositionswhich aretruein theworld w. This means
thatp holdsin w for eachp in V' (w).

The relations R, Rs and R, are the accessibilityrelationsfor
beliefs, supportsand goals respectiely. For example, the relation
Ry, relatesa world w to a setof worlds consideredpossibleby the
decision-makr from w. If therearen candidatesor a decisionthat
areactive in aworld w thentherearen possibleworlds.

Therelation R, is a hypeelation which is a subsebf the set

W x D x II(W)

Semanticallyif (w,d, W') € R, thenthereis anamountof sup-
portd for committingto oneof the possibleworldsin W’ from the
world w, whereW' is non-emptyIn otherwords,thesuppat d is for
the setof assertionsiniquelycharacterizedy the setof worlds W”.

An assertionis a belief of a decisionmaler at a world w if and
only if it is truein all possibleworlds that are accessiblérom the
world w by R;. Notethatthe memberof R, have beenconsidered
to beof theform (w, d, W’) ratherthan{w, d, w'). Themainreason
is thatthederivahlity of (supq)F meansF' is trueonly in a”subset”
of the setof all possibleworldsaccessiblérom w. If F istruein all
possibleworlds accessiblérom w thenwe would have had (bel) F',

which impliesthe highestform of suppat for F' thatis greaterthan
or equalto d.

Dueto theaxiomsrelatedto themodaloperatorbel), thestandard
setof propertiesthatwill be possess#by the accessibilityrelation
Ry is:

Model Property 1: R, is serialtransitive, andeuclidean

The requirementthat a decisionmaker may not believe in some-
thingthatis inconsistenguaranteetheexistenceof apossibleworld,
which is the seriality property The explanationfor R, beingtransi-
tive andeuclidearcanbe foundin (Chellas,1980;Lemmon,1977).

The hyperelationR, satisfiesthe following propertiesdueto the
axiomsrelatedto the modaloperator{supq):

Model Property 2: For every w, w1, w2 in W andd, d’ in D, the
relation R, satisfieghefollowing condtions:

if (w,d, W') € R, thenW’ £ 0.
if (w,d,W') € R, then{w,d’,W') € R,, for everyd' < d.
(w, A, W) € R;.

if (w,dl,W1),{w,d2,W2) € Rs then(w,d1 & d2, W1 N
Wa) € Rs, provided Wi N Wa % 0.

Explanationof eachof theserestrictionson Rs can be found in
(DasandFox, 2000).

Aggregation of agumentsintroducesa hierarchyof preferences
amongthe setof all possibleworlds accessibldrom w by the re-
lation Ry,. The maximalelementsand possiblysomeelementsrom
thetop of thehierarchyof this preferencestructurewill becalledgoal
worlds. Therelation Ry, which is a subsebf R, relatesthe current
world to the setof goalworlds. Only oneof the goalworldsis com-
mittedfor transitionfrom the currentworld basedon the aggreated
support.Thisworld will be calledthecommittedvorld.

An assertioris agod in aworld w if andonly if it is truein every
goal world accessibldrom w by the accessibilityrelation Ry. Ax-
iom —{goal) L introduceghe seriality propertyon the accessibility
relationR,. Axiom (bel)F — (goal)F restrictsR, to a subsetof
Ry, thatis, the setof goalworldsis a subsebf the setof all possible
worlds.

Model Property 3 :
e Ry, isserial
e Ry, C R, :foreveryw andw' in W, if wRgw' thenwRyw'

The semanticof suppats, beliefsandgoalsareasfollows. Givena
modelM = (W,V, Ry, Rs, Ry), the truth valuesof formulaewith
respecto aworld w aredetermineddy therulesgivenbelaw:

Fum, T

Eum, piff p € V(w)

=, (supq)F iff thereexists (w, d, W) in Rs suchthatf=ar,,
F,foreveryw' € W’

=, (bel)F iff for everyw’ in W suchthatwRyw’, [Ear,, F
., {goal)F iff for everyw' in W suchthatwRgw', Ear, F
g, ~Fiff fear, F

=um, FAGiff Em, FandE=wy, G

A formulaF is saidto betruein modelM if andonly if =ar, F,
for everyw in W. A formulaF is saidto bevalid if F'istruein every
model.

Supposd” is the classof all modelssatisfyingModel Property1,
Model Property2, and Model Property3. Thenthe soundessand
completenessheoremestablisheshe factthat L4, is determined
byT.



4 Aggregation of Probabilistic Argumentsvia
Belief Networks

This section presentsour appro&h to aggreating argumens via

Bayesianbelief network technology This aggreation processis a
meta-leel reasoninghattakesthe clausesn the underlyirg knowl-

edgebaseasinput. The reasoningat the objector knowledge base
level is carried out using the logic Lar4. We first provide a brief

backgraindin thetechnol@y andthenpresenthe detailsof the ap-
proach.

4.1 Review of Bayesian Belief Networks

A Bayesianbelief network (Pearl,1983; Jensen.1996) is a graph-
ical, probabilisticknowledgerepresentatiomf a collection of vari-
ablesdescribingsomedomain The nodesof the belief network de-
notethe variablesandthe links denotecausalrelationshipdetween
thevariablesThetopologyencodsthe qualitativeknowledge abou
thedomain.Conditionalprobability tables(CPTs)encodethe quan-
titative details(strengthspf the causakelationshipsetweera node
andits parentsIn otherwords,the CPTsarelocal joint proballity
distributionsinvolving subset®of thewhole domain.For example,if
avariable,z, is 4-valuedandhasone parentvariable,y, which s 3-
valued,thenz’s CPT canberepresentedsa3 x 4 tablewherethe
(4,7)*" entryis p(z; | ;). The belief network of Figure8 encodes
the relationshipsover a simple domainconsistingof the six binary
variables,Injury, Rain, Game Transport,Electricity, and Commen-

tary.

<0.05 0.20 0.70 o.1> _(p(G=Y|R=P,I=V) p(G=Y|R=P,I=N) p(G=Y|R=AI=Y) p(G=Y|R=A,I=N) )

0.95 0.80 0.30 0.0/ ~\P(G=N|R=P,I=Y) p(G=N|R=P,I=N) p(G=N|R=A,I=Y) p(G=N|R=A,I=N)

Yes (02 _ [p(I=Y)
No \0.8 p(I=N)

Present (0.1 _ /p(R=P)
Absent \ 0.9 /™ \ p(R=A)

0.75 0.9\ _ /P(E=Y|R=P) p(E=Y|R=A)
0.25 0.1 P(E=N|R=P) p(E=N|R=A)

<o.2 o.g> _ <p<T:YIR:P) p(T=Y|R=A) )
0.8 0.1) ~ \ p(T=N|R=P) p(T=N|R=A)

0.9 0,01 _ (P(C=Y|G=Y) p(C=Y|G=N)
0.1 0.99) ~ \P(C=NIG=Y) p(C=N|G=N)
R =Rain
| = Injury
G = Game

P = Present
A = Absent
Y =Yes

E = Electricity N =No

T = Transport
C = Running Commentary

Figure8. SimpleBayesia belief network

Thetopologycaptureghe commonseseknowledgethat:

. Raincausedransportdisruption

. Raincause<£lectricity failure

. GamecausesunningCommentaryn theradio
. Injury andRainpreventGamefrom beingplayed

A WNPE

As shawn in Figure 8, the CPT specifiesthe probalility of each
possiblevalue of the child variable condtioned on eachpossible
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combinationof parentvariablevalues.For example,the probablity
of having electricity given thatrain is presen is 0.75, whereashe
probability of having electricity given clearskiesis 0.9.

The structureof a belief network encoaks other information as
well. Specifically the lack of links betweencertainvariablesrep-
resentsa lack of direct causalinfluence,thatis, they indicatecon-
ditional indeperlencerelations.This belief network encodeamary
indepen@ncerelations for example,

1. Electricity L Transport| Rain
2. Commentaryl { Rain Electricity } | Game

where’ L’ is read’is indepenéntof’ and’|’ is read’given. Once
the value of Rainis known, the value of Transportaddsno further
informationaboutElectricity. Similar condtional indepenénceas-
sertionshold for othervariables.

A centralfeatureof the BN formalismis that the belief vector
is decanposedasa prodict of the total causalevidenceat x, which
comedrom z'sparentsandthetotal diagnosticevidenceatz, which
comesfrom z's children.Rootnodesare specialcasesthey require
someinitial estimatefor their causakvidencevectors Belief vectors
generallychangeasnew evidenceregardingary of the variablesis
addedto the network. Thus,if we obtainnew evidenceof electricity
beingpresentpurinitial beliefaboutrain,i.e. (Present 0.1,Absent
=0.9), shouldbe revisedaccordindy, e.g.to (Present 0.2, Absent
=0. 8). Thisis anexampleof diagnastic reasoningrom effectsback
to possiblecausesThis new evidence shouldalso causeus to re-
vise our belief vector for Gameto reflecta higher probaility that
the gamewill be played,e.g.to (Yes= 0.91,No = 0.09).This is an
exampleof causalreasoningrom causedgo effects.Thus,beliefnets
cansuppat the model-kasedanomalydiagnais both by hypothesis
generatior{diagnostiaeasoningpndhypothess testing(causakea-
soning).Additionally, thetopologes of the networksthemselescan
capturethe structureandinterconnectiorof the comporentsat hand
in anaggreateandeasilyunderstod manner

Whennew evidene is postedto a variablein a BN, thatvariable
updatests own beliefvector thensendsout messagegindicatingup-
datedpredictve and diagncstic suppat vectorsto its childrenand
parennodesespectiely. Thesemessagearethenusedby the other
nodesto updatetheir belief vectorsandpropagateheir own updated
supportvectors.The separatiorof evidenceyields a propagatioral-
gorithm(Pearl, 1988 in which updatemessageseedonly be passed
in one direction betweenary two nodesfollowing postingof evi-
denceThus thealgorithm’scompleity in apolytreetypeof network
is propational to thenumberof links in the network. This separation
also automaticallypreventsthe possibility of double-cainting evi-
dence.

In summary a BayesianBelief Network (Pearl,1988; Lauritzen
andSpigyelhalter 1988)offerstheseprincipal advantagescompaed
to otherprobabilisticreasoningnethods:

1. Its useof cause/dect relationshipsgs intuitive.
2. lts probabilityestimatesreguaranteetb beconsistentith prob-
ability theory

The following sectiondetailsour useof belief network technoloy
for aggrgatingargumens for andagainstdecisionoptions.

4.2 Aggregation of Arguments

An argumentationbaseddecision-méaing framework like the one
describedhereis functionally similar to classicalrule-basedxperts
systemsyith thefollowing exceptions:



o |t dealswith moreexpressie knowledgein theform of aguments,
thansimply rulesandavariety of dictionaries.

e |tincorpaatesaninferencemechaismuwhichis capableof aggre-
gating agumentsfor and againstdecisionoptionsand therefore
moregenerathansimpleforward chaining

While varioustypesof classicalmodal,andtemporallogics can
be usedto representind reasondeductvely with arguments,infer-
encingschemeswithin logics areinsuficient for aggreating argu-
ments,asthe typical aggrgation processs a meta-leel reasoning
involving setsof alguments.We propcse herea schemefor aggre-
gatingagumentsvia Bayesiarbelief networks. The evidencepropa-
gationmechanisnin belief networksimplementshothabductve and
deductve inferenceschemesWhile it is easierto elicit a setof ar
guments constructinga belief network involvesa more methodica
approachto knowledgeelicitation, andis usually much moretime
consumiy. Butamajoradwantageof anagumentatiorbasedrame-
work is thatsupport canbe provided for makingdecisionsevenwith
avery few argumentsmakingthe framework highly robust. But the
propagatioralgorithmin abelief network fails to work evenif asin-
gle entrywithin a CPTof the network is missing.

As pointedout in (Korver and Lucas,1993), due to differences
in the type of knowledge representedndin the formalismusedto
representincertainty much of the knowledge to building an equi-
alentbelief network could not be extractedfrom a rule-basedxpert
systemlIn ourapprach,wewill beableto extractthenetwork struc-
turefully, but cannotextractevery entryin the conditiona probabl-
ity tables.The missingprobabilitiesfor variablestatesareassumed
by default to be equally distributed. There are various appro@hes
(Krause, 2000 to learningbelief networks from sampledatasets.
For example,the apprachtakenin (Heckerman, 1996; Ramoniand
Sebastiani1997)considersasesvhereboth network structuresaand
probabilitiescanbelearned Themajorassumptiorior learningprob-
abilitiesfrom a completedatasetis thatthe distribution for the vari-
ablerepreseting probability vectorsis consiceredto be Dirichlet
Onthe otherhand the Gibbssamplingtechnique is oftenemployed
to dealwith incompletedatasets.Suchtechnigescanbe easilyin-
corporatedvithin ourapproab to estimateheprobabilitiesthatwere
assumedby defaut, provided relevantsampledatasetsareavailable.

Jitnahet. al. (2000 generatesehuttalsin a Bayesianargumenta-
tion systembasedon normative andusermodels,representeth be-
lief networks, thataremanudly constructeceforetand. The tutor
ing systemproposedn (Conatiet. al., 1997) automaticallygenerates
andupdatedeliefnetworksduringits interactionwith thestudenfor
solving a problem.However, theseappro&hesareonly vaguelyre-
latedto ourapproab to building abeliefnetwork, whichis to beused
for aggreyatingarguments and doesnot seekfor additionalknowl-
edgefrom the decisionmaler. We first constructfragmentsof net-
works using the agumentsrelevant to the decision-makig task at
hand.Note that, given a network fragmentwith a variable,and its
parentsand CPT, the fragmentcan be equialently viewed asa set
of agumentsFor example,considerthe network fragmentin Figure
9, which stateghatplayerinjury andrain togethercandeterminehe
statusof thegame.

Eachcolumnof the CPTyieldsanargumentfor andanargumen
againsta stateof the variableGame For example,if thereis player
injury andit rainsthenthereis anargumentfor agamewith suppat
0.05.

injury & rain 0.05)

Sincethe argumernts areprobalilistic, corresponihg to the abore
argumenttherewill be anotherargumentwhich stateghatif thereis

support(gam e,
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Rain
Yes|No

/-
s

0.05 0.20 0.70 0.1
0.95 0.80 0.30 0.0

Figure9. Examplebelief network fragmen

playerinjury andit rainsthenthereis anargumentagainsthe game
with suppat 1 ( 0.05,thatis, 0.95,yielding thefollowing:
& rain  =>

support(not game, 0.95)

injury

Therestof the entriesof the CPT canbe translatedo arguments
in asimilar manner

Continuingwith our illustration of the network constrution pro-
cessfrom a setof amgumentsgconsicer the decisionconstru¢ showvn
in Figure4. Eachargumentwith a singleantecedenis translatedo
a network fragmentcontainingtwo randomvariablescorresponihg
to the anteceéntandthe consequet of the algument.For example,
theargument

transport  _disruption =>

support( cancelled, 0.7)

is translatedto the network fragmenton the left of Figure 10,
which hastwo nodesor randomvariables:one for the antecedent
transpor t_disruption andthe otheronefor the decisionop-
tion in the consegent. Sincea particulardecisionoption may oc-
cur in consequets of mary amguments their corresponthg nodes
in the network fragmentsare numbeed to avoid ambiguity Thus,
the conseqgentof the abose amgumentis translatedo a nodelabeled
Cancelled-1.

Transport
Disruption
Yes|No

Rain
Yes|No

Cancelled-1
Yes|No

Figure10. Belief network fragmentsby corverting aguments

Thefollowing entryin the CPTcomeddirectlyfrom theargumert:

P(Cancelled-F Yes| TransportDisruption= Yes)= 0.7
P(Cancelled-Z= No| TransportDisruption= Yes)= 0.3

Theabove type of probalilities will be equivalertly written asthe
following:



P(Cancelled-1 TransportDisruption)= 0.7
P(notCancelled-1| TransportDisruption)= 0.3

In caseof notranspordisruption,we have noinformationrelating
it to the cancellationof the game.Therefore the probablity distri-
bution amongthe cancellationand non-cancellation statesis even
(uniform) giventhereis no transportisruption:

P(Cancelled-] not TransportDisruption)= 0.5
P(notCancelled-] not TransportDisruption)= 0.5

Similarly, the network fragmenton the right of Figure 10 is ob-
tainedby translatingtheamgument

not rain => support(c n, 0.95)

In this casetheabove agumentgenerateshefollowing entriesof
theCPT.

P(On-1| notRain)= 0.95
P(notOn-1| notRain)= 0.05

Sincewe cannd sayarything aboutthe stateof the gamegivenrain,
theothertwo entriesof the CPTsareasfollows:

P(On-1| Rain)= 0.5
P(notOn-1| Rain)= 0.5

An amgumentwith multiple conditionsis translatednto a network
fragmentin a similar manner Considerthe following argumentfor
postporing the gamethathastwo conditions:

=>
0.7)

bad_econ omy & free_slot
support (postponed,

Thetranslatechetwork is shovn in Figure11. Obsere thatwe are
only ableto fill in only onecolumnof the CPT andeachof therest

of thecolumnsis uniformly distributed.
Bad Economy Free Slot
Yes|No Yes|No

P Postponed-1
Yes|No
<0.7 0.5 0.5 0.5)

0.3 0.5 05 0.5

Figure11. Belief network fragmentby corverting agumens with
multiple conditions

After translatingeachindividuad agumentto a belief network
fragment,the next taskis to aggreyate agumentsfor and against
eachdecisionoption. The heuristicusedhereis that the probahl-
ity distribution of the two statesof the variablecorrespoding to a
decisionoption after the aggreationis proportionalto the number
of agumentsfor andagainsthe decisionoption. For example,if we
have threeargumentsfor the decisionoption On via the threenodes
On-1,0n-2,and On-3, and no agumentsagainstthenwe have the
following probalilities for andagainstOn:

P(On| On-1,0n-2,0n-3)= 1.0
P(notOn| On-1,0n-2,0n-3)= 0.0
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On the other hand, for example,if we have two argumentsfor
the decisionoption On via the two nodes On-1 and On-2 and one
argumentagainstvia the nodeOn-3thenwe have thefollowing:

P(On| On-1,0n-2,notON-3)= 2/3
P(notOn| On-1,0n-2,notOn-3)= 1/3

Thisis illustratedin Figure12.

0 0.33 0.33 0.66 0.33 0.66 0.66 1

<l 0.66 0.66 0.33 0.66 0.33 0.33 0>

Figure12. Belief network fragmentsy corverting agumens for/against
adecsionoption

Now that we have network fragmentsfor argumens for and
againstindividual decisionoptions,we needto combinethesear
gumentsto rank the decisionoptions.For this, we createa random
variablewith the statescorrespadingto the decisionoptionsfor the
taskathand.In thecontet of our example ,we createarandomvari-
able called Gamewith three statesOn, Cancelled,and Postponed.
The variable hasthree parentscorresponihg to the three decision
options. The decisionoptionsare ranked basedon the aggrgation
of amgumentsfor andagainstthe decisionoptions;the valuesof the
CPTaredeterminedaccordindy. For example,if we have aggreated
evidencefor eachof the threedecisionoptionsOn, Cancelled and
Postponedthenthe probability distribution of the variableGameis
evenly distributedasfollows:

P(Game= On| On, Cancelled Postponedy 0.33
P(Game= Cancelled On, CancelledPostponedi= 0.33
P(Game= Postponel | On, CancelledPostponed) 0.33

Notethatwe have the sameprobability distribution whenwe have
aggre@atedevidenceagainsteachof the threedecisionoptions.On
theotherhand,for example,if we have aggre@atedevidencefor each
of the two decisionoptions On and Cancelled,and aggrejatedev-
idenceagainstthe decisionoption Postponedthen the probablity
distribution on the statesf the variableGameis asfollows:

P(Game= On| On, Cancellednot Postponedy 0.5
P(Game= Cancelled On, CancellednotPostponedi= 0.5
P(Game= Postpone | On, Cancellednot Postponedy 0.0

Thisis illustratedin Figure13.

Figure 14 shawvs the combired network for aggreating the ar
gumentsof the decisionconstructin Figure4. Sucha network has
threeblocks: the ArgumentBlock, the Axiom Block, and the Ag-
gregationBlock. The ArgumentBlock is constructedut of the net-
work fragmentbtainedby translatingheargumentsn thedecision
construct.The Axiom Block, to someextent,implementsa specific
caseof axiom (supq1 ) F(supq2)G — (supqigq2)(F A G) (when
F = @G). The Aggregation Block implementsthe commitmentrule
in thedecisionconstrut. Mismatchis expectedobetweerthe network
in Figure8 andthatof in Figure 14 asary completenetwork of the



N
’

Cancelled Postponed
Yes|No Yes|No
A

On

Cancelled
0. Postponed
0.
0

<0.33 0.5

0.33 0.5

0.33 0.0

Figure13. Belief network fragmer for aggreating agumentsor/aganst
dedsion options

formertype is carefully constructedvia a knawledge elicitation ef-
fort. (Onecanalwaysincorpaateadditionalknowledgefrom experts
into the constructedhetwork for improved prediction.)

‘ Argument Block
Rain Radio Transport Bad
' Yes|No Commentary Disruption Economy

Cancelled-1 Cancelled-2 Postponed-1 3 1

Cancelled

 Axiom
Block

on
Cancelled
Postponed

Aggregation
Block

Figure14. Combinedbelief network for agumen aggreation

In the absene of ary evidence,no agumentsare generatedand
thea priori probabiliti esof the decisionoptionsareasfollows:

P(Game= On)= 0.33
P(Game= Cancelledx 0.32
P(Game= Postponed) 0.35

No evidencein the network hasbeenpostedat this stage noteven
for ary prior beliefson the variables Now, giventhatthereis trans-
portdisruptionandrain,thenetwork ranksthedecisionoptionsbhased
onthefollowing posteriormprobaliliti es(asshavn in thefigure):

P(Game= Postponed TransportDisruption, Rain)= 0.37
P(Game= Cancelled TransportDisruption, Rain)= 0.37
P(Game= On| TransportDisruption,Rain)= 0.26

The dilemmaoccursbetweenthe two decisionoptionsCancelled
andPostponedif we now receie informationaboutthe unavailabil-
ity of free slotsthenthe network ranksthe decisionoptionsasfol-
lows:

P(Game= Cancelled Disruption,Rain,not FreeSlot)= 0.38
P(Game= Postponed Disruption,Rain,not FreeSlot)= 0.34
P(Game= On| Disruption,Rain,not FreeSlot)= 0.28
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Basedon the above probability distribution, the decisionmaler
may decideto committo thedecisionoption Cancelled.

5 An Example

We presentherea concreteexampleillustrating the proposedargu-
mentationbaseddecision-makng processandbelief network based
aggreyation.

Supposehe currentworld consistsof the sentence the syntax
of La,g, shavn in Figure 6 and Figure 7, obtainedby translating
the specificationof the game_sta te decision,shovn in Figure4.
In addition,we considerthe following setof beliefsandknowledge
(knowledgeis definedasF' A (bel) F') aspartof thedecisionmaker’s
knowledge baseatwO:

{rain, (bel)transport_disruption}

We cannotuniquely definethe valuationon asthe setof formulae
thatcharacterizéf it containsassertionshatareonly believed, such
as (bel)transport_disruption. An examplevaluation.S on wo is
thefollowing:

S = {rain, transport_disruption, cancelled}

Sincethereare3 candidatesn thegame_state decision(on, can-
celled and postpamed andwe are dealingwith probabilisticargu-
ments thesethreeoptionswill be consideed mutuallyexclusive and
exhaustve (which is not the casein general)for the purpcseof ag-
gregation:

C1 = on, C2 = cancelled, C3 = postponed

Consequetty, therewill be 3 possibleworlds w1, w2, and ws,
whosevaluatiors areasfollows (seefigure):

V(wi) = S U{on, determine_game_status}
V(w2) = S U {cancelled, determine_game_status}
V(ws) = S U {postponed, determine_game_status}

Note that the presenceof in the knowledge basealong with the
argument

(bel)transport_disruption — (supo.7)cancelled

derives(supo.7)cancelled from the knowledge base Now theargu-
ment(bel)—rain — (supo.os)on stateghatP(On| notRain)=0.95.
Butwe have rain in theknowledgebaseandourimplicit assumption
is P(On| Rain)= 0.5.Therefore {supo.5s)on canbederivedfrom the
knowledge base.

The relationsR, and R, in the model definition are definedas
follows:

Ry = {<U)0, UJ1), <w07w2>’ (U)o,ws)}
R, = {(w01 0.95, {w2})a (woa 0.5, {wl})}

Note that determine game statusis true in eachof the possible
worlds andthereforethis is a goal - sincethe setof goalworldsis a
subsebf thesetof possibleworlds. This correspondto the provahil-
ity of (goal)determine_game_status in the currentworld using
(bel)transport_disruption in conjundion with theformula

(bel)transport_disruption — (goal)determine_game_status

The goalis active in wg Sincegamestatusis not yet determined
or determine game statusis not yet believed. We are assuming



herethatthe L 4,4 theoremprover is ableto derive the negation of
(bel)determine_game_status fromthecurrentworld by amecha-
nismsimilarto negationby failure.Belief network basedaggreyation
procesgasdescribedn the last section)compuesthe suppats for
thecandidate€1, C2,andC3 asfollows:

Total suppat for: C1=0.26,C2=0.37,C3=0.37

Thepreferenceelation< amongthe setof possibleworldsis de-
rivedaswi < w» andwi < ws . Themaximally preferredpossible
worldsarew; andws. TherelationR, in themodeldefinitionis now
definedasfollows (Figure 15):

RQ = {(’LUo, ’LU1), <w01 ’U)3)}

Figure15. Relaionsbetweenthe currert andpossibleworlds

This producesadilemma.lf the decisionmalker cannotgatherary
more evidenceit may committo w» by preferringws to ws. This
involves addingthe beliefs cancelled not on, and not postpond to
thecurrentstateof the databas depenihg on the strengthof suppat
for them.In the new situationthe goalto determinethe statusof the
gamewill no longerbe active, asdetermine game statusit will be
believeddueto the presencef

(bel)(cancelled A—onNA—postponed) — (bel)determine_game_statu§ll]

and the beliefsin cancelled —on, and —postpned Alternatively,
if additionalevidence is available to the decision-makr aboutthe
hostingclub’sfinancialsituation say{bel) ~bad_economy, thatwill
increasdhetotal supportfor C1 asfollows:

Total suppat for: C1=0.26,C2=0.41,C3=0.33

Therevisedvaluationon eachw; will be asbeforeexceptthe ad-
ditional evidence —~bad_economy changests truth value. Therela-
tions R, and R, mayberedefinedasfollows:

R, = {<w05 0.95, {wz})a (woa 0.5, {wl })7 (wo, 0.5, {w2})}
Ry = {{wo, w2)}

Sincew; is the only goal world, the decision-makr considers
wy asthe committedworld. Changirg to the committedworld from
the currentworld involves adding (bel)cancelled and (bel)—on,
(bel)—postponed to the databaseas the decision-makr’s beliefs.
Adding (bel)cancelled to the databasevill triggerthe decisionfor
alternatve activity (shavn in Figure5) andthe decisionmakingpro-
cesscontinuesasbefore.

6 Conclusion

In this paper we have presentedL 4,4, a logic for reasoniig with
probabilisticarguments alongwith an approah for aggreating ar-
gumentsvia Bayesianbelief networks. The semanticsof Larg is
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given by enharing the traditional possibleworld semanticswith a
new accessibilityrelationfor support,andthe soundnesand com-
pletenesgesultis establishedIn the future, we plan to deal with
more generalforms of argumentsthanjust propcsitional sentences,
andenhare our propcsedaggreationalgorithmto aggrgatetem-
poralamgumentsvia dynamicbelief networks.

ACKNOWLEDGEME NTS

Theauthorwould lik e to thankDave LawlessandJohnFox for mary
helpful discussios on the topic, andthe two anorymousreviewers
for their constructve criticisms,thathave helpedto improve the pa-
perenormouly.

REFERENCES

[1] Chelas,B. 1980."Modal Logic” Cambrdge, U.K.: CambridgeUni-
versity Press.

[2] CohenP R.andLevesqueH.J.(1990)."Intentionis choicewith com-
mitment” Artificial Intelligence Vol. 42,13-361

[3] Conat, C., Gertner A., vanLehn,K., andDruzdzl, M. (1997)."On-

Line Student Modeling for Coaced ProblemSolving Using Bayesia

Networks? Procealingsof the Sixt International Confeenceon User

Modelng.

Das,S., Fox, J.,Elsdon,D., andHammond,P. (1997)."A flexible ar-

chitecture for autonanousagens”, Journal of Experimental and Theo-

reticd Al, 9(4): 407-44.

Das,S. andGreay, D. (2000)."COGENT: Cogpnitive agentto amplify

humanpercetion andcogntion” Proceedngsof the 4th Int. Conf On

Autonomougdgents Barcdona, June.

Fagin,R. 1988."Belief, Awareress andLimited Reasomg Artificial

Intelligence 34(1):39-76.

Fox, J.andDas,S. K. "Safe and Sound:Artifici al Intelligence in Haz-

ardousApplications; AAAI-MIT PressJune2000.

Fox, J.,Krause,P, andAmbler, S.(1992).”Argumens, contradictons,

and pradical reasoing.” Proceedngs of the Tenth EuropeanConfer

enceon Artificial Intelligence Vienna, August,pp.623-626.

Heckerman, D. (1996). "A tutorial on learning with Bayesan net-

works” Microsoft Techical Repot MSR-TR-95-06.

Hintikka, J. 1962."KnowledgeandBelief.” Ithaca, N.Y.: Corndl Uni-

versity Press.

Jensenk.V. (1996)."An Introductionto BayesianNetworks” Springer

Verlag

Jitneéh, N., Zukerman I., McConahy, R., andGeoge, S. (2000)."To-

wardsthe generdion of retuttalsin a Bayesia argumeriation systent.

Proceedngsof the 1stInt. Natural Languaye Geneation Conf, pp.39-

46.

Korver, M. andLucas,P. (1993)."Converting a rule-basedexpert sys-

teminto belief network” Medical Informatica, Vol. 18(3),pp.219-241.

KrauseP. J.(1998).”Learning probabilisti c networks!” TheKnowledge

Engineeing Review, Vol. 13:4, pp.321-325

Lauritzen,S. L. andD. J. Spiggelhater (1988)."Local computaions

with probabiliti eson graphial struduresandtheir appicationsto ex-

pertsystems. Journal of theRoyalStatistical Socety, B 50 (2), pp.154-

227.

Lemmon,E. J.1977.”An Introdudion to Modal Logic” Basil, U.K.:

Blackwell.

Meyer, J.-J.,andVreeswik, G. A. (1991).”EpistemicLogic for Com-

pute Science:A Tutorid. Part1” Bulletin of EuropeanAssociaton for

Theoetical ComputerScierce (EATCS)44(4):242-270.

Pear| J. (1988)."Probabhlistic Reasomg in Intelligent SystemsNet-

worksof Plausble Inferen@”” SanMateo,CA, MorganKaufmann

Ramonj M. and Sebastni, P. (1997) "Learning Bayesan networks

from incomplee datébases. Techrical ReportKMI-TR-43, The Open

University, UK.

Rasmussen). (1983). "Skill s, Rulesand Knowledge: Signak, Signs

and Symbolism,and Other Distinctions in HumanPerformanceviod-

els’ IEEE Transactonson SystemsMan, and Cybenetics, 12: 257-

266.

Toulmin, S. 1956. The Usesof Argument.Cambrige, U.K.: Cam-

bridgeUniversity Press.

(4]

(5]

(6]
(7]
(8]

9]

[10]

[12]

[13]
[14]

[15]

[16]

[17]

(18]

[19]

[20]

[21]



Educational Human-computer Debate a Computational
Dialectics Approach

TangmingYuan and David Moore and Alec Grierson!

Abstract. Theoriesof learningsuggesthatdialogueis importantin
shapingconcepual development.However, thereis widespreadie-
bateasto the formsof dialogueandwhich areeffective in aneduca-
tional context. In addressingheseissueswe have analysedccurrent
knowledge conceriing dialecticsin philosopty and education We
proposeto adop a compuational dialecticalapproachto studythe
issuesrelatedto the developnment of anintelligent debatingsystem,
which is arguedto have potentialeducatioml benefit. This apprach
focuseson using modelsof dialoguedeveloped in the areaof in-
formallogic, which prescribeulesto regulatetheevolving dialogue
Ourproposedesearcitoncernghreemainissuesn theareaof com-
putationaldialectics:dialoguemodd, debding heuristictheoryand
dialecticalrelevance.

1 Intr oduction

The recentdevelopmentof ComputerBasedLearningSystemsand
theemegenceof the World Wide WebandtheInternethave changd
the study life of mary peoge. However, the usualassumptiorun-
derlying thesecomputerbasededucationakystemsds thatthe com-
puterdoesall the informing, the studentbeingmerelya passve re-
cewer of the information. The type of teachinginteraction,thatis,
may becomeunduly didactic[13]. Thereis thereforea needfor dia-
loguewithin interactve computersystemsFurther theoriesof learn-
ing have long suggestedthatdialoguehasanimportantrole to play
in shapingconceptuakhangeand developing reasoningskills [18].
There are mary different usesof dialoguein an educationalcon-
text. For example, Grassoet al’s [5] "Daphne”, a computationa
agentconductsan advice giving dialoguewith the userto provide
healthynutrition educaion. Maudet and Moore’s [10] humancom-
puter debateprototypewill enablea studentand computerto con-
duct a fair and reasonablelebateon a controversial issue.Raven-
scroft and Mathesm [17] introducetwo kinds of asymmetricdia-
loguesto supportlearning.Oneis the compuer beinga "f acilitating
tutor” and the studentthe "explaing”: the tutor raisessomeques-
tions, studentsanswerthe questionsand the tutor solves the con-
tradictionsof the students commitmentsand helpsthe studerts to
reachthe correctanswerratherthandirectly tell them.Ravenscroft
and Mathesors seconddialoguetype is similar to the first, but in-
cludesfurther didacticfeaturesBench-Capn et al. [3] investigated
the computemmediateddialoguein legal educationbcontext, which
is explanationbasedpoth participantsadoging symmetricroles[2].
Pilkington’s studyof simulation-basedearningidentifiedtwo types
of dialogue,aninquiry dialoguewith asymmetricrolesanda more
collaboratve gamegeneratingognitive conflictandreflection([15],
[16]). However, thereis widespreaddebateasto the forms of dia-
loguein generalandwhich are effective in eduational contexts in
particular We thereforereview two approacksto characterisinglia-
loguetypes thatof WaltonandKrabbe[21] andBaker[1], andthen,
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we malke a propasal for humancomptuer debateusing a dialectical

approach

2 Dialogue Typology

2.1 Walton and Krab be’s typology

Type of dia- | Initial situa- | Participants Goal of dia-
logue tion goal logue
Persuasion Conflict of | Persuade Resole or
opinion otherparty clarify issue
Inquiry Needsto have | Find andver- | Prove  (dis-
proof ify evidence prove)
Negotiation Conflictof in- | Getwhatyou | Reasonhble
terest mostwant settlement
that both can
live with
Information- | Need infor- | Acquire or | Exchang in-
seeking mation give informa- | formation
tion
Deliberation | Dilemma Co-ordinate | Decide best
or practical | goals and | available
choice actions course of
action
Eristic Personnel Verbally Revealdeepe
conflict hit out at | basisof con-
opporent flict

Figurel. WaltonandKrabbés dialoguetypology

The mostinfluential dialoguetypology is probaly Walton and
Krabbes [21] dialoguemodeldeveloped in the areaof agumenta-
tion theory This modelprovidesa broadtypology of dialoguetypes
andtheir rationale.lt is basedon threefactors:”(i) theinitial situa-
tion, (ii) the privateaimsof theparticipatingagent(iii) thejoint aims
towhichall participantamplicitly subscrib& Six dialoguetypesare
includedin this model:persuasiomegatiation,inquiry, deliberation,
informationseekinganderistic.Seefigure 1 (citing from [21]). Reed
examinedtheabove dialoguemodelin somedepthin agentcommu-
nicationresearcj19]. He suggestshat’eristic’ dialogueis unlikely
to play a significantrole in currentcomputerscienceresearchHe
alsosuggestghat persuasin, inquiry andinformation-seeing dia-
logueshande belief, while negotiationdialogueraisesa contractand
deliberatiordialogueformsaplan.He furthernotesthatinformation-
seekingdialogueis asymmetric Accordingto [8], only persuasie,
negotiationand eristic dialogueare argumentatre, but deliberation,
inquiry andinformation seekingare seenasnon-agumentatve, al-
thoughreasonings believedto occurin all of them.



2.2 Baker’'stypology

Baker's problem solving model claims that there are eight basic
forms of interactionsin co-operatie problem solving actiity in
learningsituations seefigure 2 (citing from [1] p131).

A symmetry

/ m agrdement
A >

alignment

co-constrution
apparento-construction
co-agumentation
apparento-agumentation
acquiescenco-elaboréon
apparenficquiescenco-elaboration
one-sideargumentation
apparenbne-sideargumentation

ONorwWDE

Figure2. Baker'sdialoguemodel

Baker's modelis basedon threedimensions[1] degreeof (dis)
agreement[2] degree of (a) symmetry [3] degree of alignment.
Baker's explanationof the degreeof (a) symmetryis "either each
participanthasanalternatve proposalor elseoneparticipantsimply
contestsanothers proposal”[?]. In a computationakontet, "sym-
metry” is often taken to suggesthat eachparticipantmakes more
or lessequalcontritutionsto the dialogueandfollows the samedia-
loguerules,while "asymmetric” suggeststhat participantsplay dif-
ferentrolesin dialogueandfollow differentdialoguerules[10]. For
exampleone participantsimply contestsor acquiesceso anothe’s
proposal[1]. Baker's notion of "alignment” is the sameascollab-
orative’, which meansthe desiredend goalsare the samefor both
players,while non-collabaative meansthey do not have identical
endgoals[10].

2.3

Walton and Krabbes identification focuseson the philosophica
study of dialogue,whereasBaker’s modelis basedon co-operatre
problemsolving actiity in learningsituations.Walton and Krabbe
admitthe incompletenessf their identification.Actually, someex-
isting educationh dialoguesare outside Walton and Krabbes dia-
loguetypology For exampleRavenscroftand Mathesors two kinds
of asymmetricdialogues[17], and Pilkington and Mallen’s inquiry

Integration of the two dialogue typologies

20

Dialogue Initial situ- | (non)- col- | (a) sym- | Examples
type ation laboratve | metry
Co-agu- conflict collaboratveg symmetric | Negotiation
mentation [14], [19]
one-side conflict collaboratve asymmetric| Auction or
co-agu- bid
mentation
argu- conflict non- symmetric | Debate
mentation collaboratve [10]
Comple
critical
discussion
(20]
Symmetric
persuasion
(21]
one-side conflict non- col- | asymmetricl Asymmetrig
argumen- laborative persuasion
tation [21]
Simple
critical
discussion
[20]
co- ignorane@ | collaboratvd symmetric | Deliberation
construction inquiry
[21]
Discovery
[11]
one- ignorane | collaboratvd asymmetric| Facilitating
side co- dialogue[B]
construction
information} ignoran@ | non- col- | symmetric | Information
exchange laboratve excharge
[6]
Information| ignoran@ | non- col- | asymmetric| Information
seeking laboratve seeking
[21]
Figure 3. Integrateddialoguetypology

dialoguewith asymmetricroles[1q9. Further in agentcommunica-
tion researchMcBurney andParsonddentify two kinds of dialogue:
discoveryandcommandiialogue[11], which areoutsideWaltonand
Krabbes dialoguetypology [21]. It might be though that Baker's

modelis moregeneralandcansubsuménNaltonandKrabbes. How-

ever, somedialoguetypescannotbedistinguishedy Baker'smodel,
for example WaltonandKrabbes deliberatiorandinquiry dialogues
both fall into one category (co-constructiondialogue)of Baker’s.

Therefore we integrate Walton and Krabbes and Baker’s dialogue
typology, form a broaddialoguetypology basedon initial situation,
collaborationandsymmetry(i.e., threedimensiors).

2.31 Co-agumentationdialoguesandone-siaé
co-agumentéion dialogue

Co-agumentationdialogles start from conflict, but both partici-

pants’ aims areidentical, with symmetricroles. Examplessuchas

negotiation can be seenin [19] and [14]. The differencebetween
one-sideco-agumentatie dialogueand co-agumenative dialogue
is thatthe participantsof one-sideco-agumentative dialogueadopt
asymmetrigoles,for exampleauctionor bid. Thefollowing dialogue
shavs an exampleof a one-sideco-agumentative dialogueinterac-



tion (B: buyer, S: seller).

how muchis the Chinesdeaf?(informationseeking
: two poundk.
it is too expensve, how abou onepound?(negotiation)
1 no, it is notexpensve. (unsatisfiedvith the price)
it is raining, if you do not sell, it may go bad, how about1.2
pound? (active negotiation)
: no (still unsatisfied).
1.5pounds?(active towardthe deal)
. ok (deal).

Tn@Wnw

»w W

It is worth notingthatthe buyerandselleradoptdifferentrolesin
negotiation dialogue,the buyer actively negotiates,while the seller
just contestgatherthanactively negotiates,until the endof the dia-
logue.

2.32 Argumemation andone-sideargumetation dialogue

Argumentatiordialoguestartsfrom conflicts,but both sidesattempt
to persuad the otherto accepttheir thesis,e.gMaudet andMoore’s

[10] debding dialogue,Van Eemerenet als [20] comple critical

discussionandWaltonandKrabbes[21] permissie persuasiomlia-

logue(PPD) One-sideargumentatie dialoguehasdifferentrolesfor

both participantsone side builds its position,the otherside attacks
or contestsge.g Walton and Krabbes rigorous persuasiordialogue
(RPD)[21].

2.33 Co-corstructiondialogue andone-side
co-canstructiondialogue

Co-constructiordialoguestartsfrom an openproblemor question
two participantsontribute moreor lessequallyto solve the problem
e.g.McBurngy andParsonss [11] discovery dialogue.lt is interest-
ing that WaltonandKrabbes [21] deliberationandinquiry dialogue
all fall into thiscategory. Theparticipantof one-sideco-corstruction
dialoguehave differentroles,onesideprovidesthesolution,theother
sidemay criticise or point out mistales,but both partieshave identi-
cal goalsto solve the probleme.g.RavenscroftandPilkington’s [18]

facilitatingdialogue.

2.34 Information exchang andinformationseeking

dialogue

Suchdialoguedoesnot startfrom conflict. The participantshave dif-
ferentdialoguerolesandobligations,onesidelacksinformation,the
other side provides information, hencethe dialogueis asymmetric
in nature(cf. Hamblin’s information-orienteddialogue[6]). Given
this dialoguetypology, our questionbecomeswhich of the diverse
dialoguetypesareeffective in edu@ationalcontexts. Answersto this
guestiongainedfrom empirical researcthave yet beenonly partial
[18]. However, the debatingstyle of dialogueinteractionis argued
by Maudetand Moore [10] to be importantin critical thinking and
developing debatingandreasoningkills, andalsosuggestedy Pilk-
ingtonandMallen’s [16] educationhdiscourseanalysisto be effec-
tive andto have rich educationbbenefit.A particularconcen with
ourresearchherefords to investigatdssuessurroundng acomputer
basedsystentfor educationatiebate.

3 A Proposal for Human-Computer Debate

Thereareat leasttwo main areasof researchdealingwith dialogue:
linguisticdiscourseanalysisanddialectics Theformerapproactem-
phasiseempirical researchinto naturallanguageits structureand
processingand concerrs actual corversationalexchang, but there
arewell known difficultiesin the applicationof suchanintentional
accountto make dialoguecomputatiorlly tractable.The latter ap-
proach- dialectics- involvesalogical accounbf interactionin terms
of rulesfor particularkinds of resporsesandinteractionandutilises
"Dialogue GameTheory” modelsdevelopedwithin the field of In-

formal Logic to prescribehow dialogue shoud be regulated.There
is an increasinguse of a compuational dialecticsapprachin the
areaof humancomputerinteraction(e.g.[5]), agentcommurication
(e.q.[7]), mediationof legalreasoninde.g.[2]) andArtificial Intel-

ligencein geneal [22]. In someliterature,computationhdialectics
is seenas a new sub-fieldof Artificial Intelligence[4]. Thereare,
however, mary openresearchissueswithin computationbdialectics,
andaninvestigationof whatarebelievedto be themostimportantin

adoptingthe computationhdialecticalapproacto developahuman
computerdebatingsystemwill form thebasisof thisresearchPrevi-

ousresearchn this applicationarea([12], [10]) hasrevealedseveral
importantissueghatneedfurtherinvestigation.

3.1 Dialogue model

The mostimportantissueconcernghe choiceor developmentof a
suitabledialecticalmodel. This is fundametal, becausét formsthe
dialoguemodelthat the compuer systemwill useto rule asto the
acceptabilityof userinput andto delineatepossibledialoguecontri-
butionsit canmake. Thedialoguemodelis thereforehefundamental
elementunderlyingthe proposeccomptuer debatesystem Thereare
however mary normatve dialoguegamesystemghathave beenpro-
posedn theareaof informallogic anddialecticg[10]. It is necessary
thereforeto selector develop a suitabledialecticalmodel given the
pre-requisitegor a compditive humanrcomputerdebateon contro-
versialissuessuchascapital punishment.Next, the appropiateness
of thedialecticalmodelneedgo beestablishedThe propcsedexper
imentalwork requiredfor this,aimedatiteratively building acompu-
tationalrealisationof the modelandestablishingvhetherthe model
canbereadily assimilatecandusedto generateggooddiscoursewill
form partof theuniquecontribution of thisresearchilt is anticipated
thatthis partof thework will contributetowardsdevelopnentsin hu-
mancomptter dialogueandalsohelpto illuminateresearchissuesn
thefield of dialecticitself.

3.2 Debating strategic heuristics

In dialecticalsystemsthe dialogle regulationsusually leave some
room for choicesasto permissiblemove type and substantie con-
tent[12]. It is crucial thereforethat the computerhassomemeans
of selectingbetweenthe availablepossibilities.This choicemustbe
basedon somesuitablestratgy, andtheresearctwill thereforeseek
to developatheoryof debatingheuristicausableby the debding sys-
tem. A dialogle stratey is a setof movesdesignel to cumulatein
theachiezementof one’s objective in the dialoguegame A stratgjic
heuristicin a dialoguegamecanbe seenasa decisionaboutwhatto
do next andmay involve forms of amgumentsuchasargumentfrom
analogy algumentfrom popularity andargumentfrom consequece.
Suitablecomputatiorl stratgies are currently not known, but are
essentialf the computeris to produwce high quality dialogLe contri-
butions.To determinethe appropiatenes®f stratgiesgeneratedy



thetheory furthertechnicalanduserstudieswill berequired,aimed
at testingwhetherthe stratgy is effective. Analysis of resultswill
illuminate the theoryof debatingheuristicsandhencemake a major
contribution to thefield of computationatialectics.

3.3 Dialectical relevance

A relatedproblemfor dialecticalsystemss thatnorule actuallycon-

trolstherelevance of thedialogue moves[9]. Withoutrelevancerules
to governthedialogue however, it maylosefocus,e.qg.if thestuden

inputs an irrelevant move, then a computer systemwithout a rele-

vanceruling will follow thestudeninto anirrelevantdialogue Given

theimportanceof relevancein dialecticalsystem existing literature
concernigy the notion of relevance(e. g. [23]) will be investigated
andusedto derive relevane measuregor usewithin the computer
debatingsystem Furtherexperimentalork will thenbe conducted,
aimedat testingthe effectivenessf the proposedneasuresThere-

searchwill thereforecontribute to our knowledge of how to create
moreusefuldialecticalmodels.

4 Conclusion

We have reviewed two key philosophicaland educationaldialogue
typologies,proposedh broaddialoguetypology andarguedthat de-
bating style dialogueis potentially effective in critical thinking and
developmentof students debatingskills (cf. [12], [16]). A propos&
is madeto researchissuesn building anintelligentdebatingsystem
using a computationadialecticalapproach Threeimportantissues
arediscusseandpropasedfor furtherresearch.
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Ar gumentation Scheme and Defeasible Infer ences

DougN. Walton! and Chris A. Reed

1 Intr oduction

Argumentationrschemesare argumentforms that representnferen-
tial structureof agumentasedn everyday discourseandin special
contets like legal algumentation scientificargumentationand es-
peciallyin Al. Deductive forms of inferencelike modusponers and
disjunctive syllogism are very familiar. But someof the mostcom-
monandinterestingargumentatiorschemesireneitherdeductie nor
inductive, but defeasibleand presumptie. You may not be familiar
with these To introducethem,somebackgoundmaybe useful.

PerelmarandOlbrechts-Tteca,in TheNew Rhetoric(1969)iden-
tified and definedmary distinctive kinds of agumentsusedto con-
vince a respon@nt on a provisional basis.Arthur Hastings’' Ph.D.
thesis(1963 madean even more systematictaxonamy by listing
mary of theseschemesalongwith usefulexampges of them.Hast-
ingspresented form for eachschemeanda setof critical questions
matchingtheform of agument.In eachinstanceHastingspresented
onepremiseof the form (scheme)sa conditionalor generalization
expressedhsa Toulmin warrant.Thesefeaturegurnedout to bevery
significantin thesubsguentdevelopmentof argumentatiorschems.
Many argumentatiorschemesrementionecr describedn thework
of vanEemererandGrootendest(1984;1992).Kienpointne (1992)
hasdeveloped a comprelensie accoun of argumentationschemes
that includesdeductve and inductive onesas well as presumptie
ones.A list of presumptie agumentationschemesgivenin (Wal-
ton, 1996 is not complete,andthe analysisof eachschemds still
in roughform. But this list identifiesmary mostcommonforms of
defeasibleargumentationin someimportantrespectsthe treatment
of schemesollows Hastings’style,especiallyin having with a setof
critical questionsnatchingeachform. Thelatestdevelopmentis that
amumentatiorschemesre beinghandledandrepresentedh Arau-
cariato helpwith agumern diagramming

But the history of the study of thesepresumptie agumentation
schemess ancientMany of theseformsof agumentwereidentified
anddiscussd by Aristotlein threeof hisbooksespeciallyTopics,On
SophisticaRefutationsand Rhetoric Aristotle calledtheseforms of
argument”topics” (topoi) or places.Warnick (2000 pp. 120-128)
drew up a detailedtable comparingtwenty-eighttopics identified
in Aristotle’s Rhetoricto thirteenof the agumentationschemesn
Perelmanand Olbrechts-Vteca. The traditional problemwith top-
ics is thatit seemechardfor commentatorso appreciatevhatrole
thetopicsweresupposd to have. Perhapdecausef thedominance
of deductve logic, the role of the topicsseemedbscure What has
beentakento be their mostusefulpurpcseis to helpa spealer think
up new argumerts to supportrhetoricalpresentationn a speechin
medieval logic, topicswerealsosometimegakento be usefulfor the
purposeof testingtheinferentiallink betweera setof premiseaanda
conclusion But this usenever really caugh on. Thetopicshadsome
appealn rhetoricfrom time to time, but werenever muchof a useful
tool there.In logic, topicsremainedmaiginal.
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2 Examplesof Schemes

Forthosewho arenotfamiliarwith agumentatiorschemeg is good
to examineafew examples Argumentfrom positionto know is based
on the assumptiorby one party that anotherparty hasinformation
thatthefirst party needsFor examplesomeor lostin a foreign city

asksa strangerwherethe Central Stationis. The questionemeeds
this information, and doesnot have it. If the respomientgivesand
answerby citing a location, what reasondoesthe questionethave

to think thatshecanacton this information, or take it astrue?The

rationaleis given by agumentfrom positionto know. The version
of the agumentationschemein (Walton, 1996 pp. 61-63)is given

below.

Argument from Position to Know (VersionI)

Major Premise: Sourceais in a positionto know aboutthingsin a
certainsubjectdomainS containingpropasition A.

Minor Premise: aassertshatA (in DomainS)is true (false).

Conclusion: A istrue(false).

Whena proporent putsforward anargumert in a dialogwe andit
meetsthe requirementsndicatedabove, thenit carriessomeweight
asa presumptionBut it is defeasibleby questionng. Matchingthe
argumentfrom positionto know arethreecritical questiongWalton,
1996,p. 62).

CQ1: Isain apositionto know whetherA is true (false)?
CQ2: Isaanhones (trustworthy, reliable)source?
CQ3: Did aasserthatA is true (false)?

Whenthe proponen in a dialoguehas put forward an agument
from positionto know, therespon@ntcanaskary oneof thesethree
critical questiors. Oncethe questionhasbeenasledthe presumptre
weight the agumenthad beforeis withdrawvn. But if the proporent
givesanacceptake answerto the question theweightis restored.

Appealexpert opinionis a subtypeof agumentfrom positionto
know whereone party hasexpertknowledge thatthe otherwantsto
use.This schemas representeéh (Walton,1997,p. 210)asfollows.

Appealto Expert Opinion (Versionl)

Major Premise: SourceE is anexpertin subjectdomainS contain-
ing propositionA.

Minor Premise: E assertghat propositionA (in domainS) is true
(false).

Conclusion: A mayplausiblybetakento betrue (false).

Appealto expert opinion is a defeasibleform of argumentthat
shouldnotbetakenasbeyondchalleng. Thereis a naturaltenderty
to respectan expert, and thuswe find it hardto questionthe word
of an expert. Still, appealto expert opinion is bestseenas subject
to critical questiong. Six basiccritical questiors are proposel in
(Walton,1997,p. 223).



. ExpertiseQuestion:How credibleis E asanexpertsource?
. Field Question:ls E anexpertin thefield thatA isin?
. OpinionQuestion:Whatdid E asserthatimpliesA?

A W N P

. TrustworthinessQuestion: Is E personally reliable as a
source?

. ConsistencyQuestion:Is A consistentwith what other ex-
pertsassert?

. Badup EvidenceQuestion:Is A's assertionbasedon evi-
dence?

The two devices of the schemeand the critical questionswork
togetherTheschemas usedto identify thepremisesandconclusion
The critical questionsare usedto evaluatethe agumentby probing
into its potentiallyweakpoints.

Marny argumernationschemesgreassociatewith traditionalinfor-
mal fallacies.Appealto popuar opinionis a separateschemefrom
argumentfrom argumentfrom positionto know, but is often con-
nectedwith it. Butin mary caseghetwo areconnectedAn example
would be,”Everybod/ in Lyon saysthatthe Metro is a goodway to
getarourd” This argumentis an appealto popuar opinion but its
worth is bolsteredby the intertwinedargumentthat peoplewho live
in Lyon are(presumably)n a positionto know aboutsuchthings.

Argumentumad hominem or use of personalattack to criti-
cize somebog’s agument,has several interconnectecargumenta-
tion schemesassociatedvith it. The circumstantialad hominemis
a subtypeof argumentfrom commitment.In law, circumstantialad
hominemargumentsare usedto raisedoubtabou the credibility of
thewitnessby attackinghis testimory asinconsistentSeveral argu-

mentationscheme$ave to do with meaningsf wordsandphrases.

Oneis agumentfrom classificationLegal agumentsareoftenabout
how somethinglike a contractcanbe classified Otherschemesre
basedon definitions.Oneis to attackan agumentfrom definition
claimingthatthe definitionis too vague.

The sunk costsargument,or agumentfrom waste,as Perelman
andOlbrechts-Vtecacalledit, runsasfollows. | have alreadysunk
suchan effort into trying to attain this goal, it would be wasteful
for me to stop now. The sunk costsargumentalso seemsto be a
specienf agumern from commitment,asrecogrized by the grow-
ing literatureon the notion of precommitmentn the literatureon
decisionmakingin economicsandbanking.Generallythe presump-
tive schemesepresentypesof agumentthatwould be widely seen
in Al asabductve. The schememostclosely relatedto abduction
however, is agumentfrom sign.

As notedabove, the schemessformulatedin (Walton,1996) are
in a rough form designedto be useful. They need more work to
adoptsomestandardnotationto put themin a consistentstructure
that could be usefulfor formalizationand computing.For example,
considerthetwo schemesbove. They canbereformulatedn away
thatmalkesthe structureof theinferencein themmoreexplicit. Con-
siderargumentfrom positionto know first.

Argument from Position to Know(Versionl)

Major Premise: Sourceais in apositionto know aboutthingsin a
certainsubjectdomainS containingpropositionA.

Minor Premise: aassertshatA (in DomainS)is true (false).

Conditional Premise: If sourcea is in a positionto know abou
thingsin acertainsubjectdomainS containirg propositionA, and
aassertshatA is true(false),thenA is true (false).

Conclusion: A istrue(false).
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In versionll, the conditionalpremiseplaysa role comparabldo
thegenerabremisein Hastings'formulationof schemesln this for-
mulation, as notedabove, the premisewas expressedas a Toulmin
warrant.lt is a defeasiblerule thatcandefault in the faceof excep-
tionsto therulein agivencase.

A reformulationof the appealto expert opinion along the same
Hastings-styldinesis setout below.

Appealto Expert Opinion (Versionl)

Major Premise: SourceE is anexpertin subjectdomainS contain-
ing propositionA.

Minor Premise: E assertghatpropositionA (in domainS) is true
(false).

Conditional Premise: If sourceE is anexpertin asubjectdomainS
containingpropositionA, andE assertghat propositionA is true
(false),thenA may plausiblybetakento betrue (false).

Conclusion: A mayplausiblybetakento betrue (false).

Versiond andll of theseschemesrenotthatdifferent.Versionll is
a moreexplicit accoun of the structureof the inferencethat makes
the warrantthat the amgumern is basedon morevisible. But version
Il leadsto a certaincontroversythatnow need to be discussed

3 ModusPonensand Schemes

The more explicit presentatiorof the presumptre argumentation
schemegievealingthewarrant oftenseemso comevery closeto as-
sumingthatinferenceshave the modusponers form. But this seems
inconsistentpecauseave all know that MP is dedtctively valid, and
yetthesepresumptie schemesrenot supmsedto representieduc-
tively valid forms of argument.Blair (1999, p. 341), as quotedin
the sentencebelown, detectedan inconsisteng in the treatmentof
schemeén (Walton,1996).

"(S)everal of theformulationsof algumenationschemegin Wal-
ton, 1996 representalid agumentforms, whereashalton is quite
explicit throughaut the book that presumptie agumentsarenot de-
ductive entailments.

As anexample,Blair (p. 341) cited the amumentatiorschemefor
appealo popuar opinionasformulatedby Walton.

Appealto Popular Opinion If alarge majority (everyone,nearly
everyone etc.)acceptA astrue,thenthereexists a (defeasiblepre-
sumptionin favor of A.

A large majority acceptA astrue.
Thereforethereexistsa presumpion in favor of A.

Blair found a contradictionhere.He wrote (p. 341), "this scheme
hasthe form of modusponens And then he wrote, "yet Walton
saysthat this kind of argumentationis dedtctively invalid!” These
commentssuggesthat thereis muchto be puz4ed aboutwith the
accountof agumentationrschemewenturedin (Walton, 1996). We
all know thatmodusponers is adeductvely valid form of agument,
andthusthatall agumentshaving themodugponensform arededuc-
tively valid. Soif presumptie agumentatiorschemeganbe castin
the modusponers form, the outcomeseemso be a badsortof con-
tradictionthat need to be resoled. How canthis problembe dealt
with?

The problemcanbe addressedby drawing a distinctionbetween
two typesof inferenceafter a fashionproposedby Verheij (2000,

p.5).



ModusPonens

Premises:

As arule,if PthenQ
P

Conclusion:

Q

ModusNon Excipiens

Premises:

As arule,if PthenQ

P

It is notthe casethatthereis anexceptionto therule that
if PthenQ

Conclusion:

Q

As far asterminologyis concernedwe would like to call modus
nonexcipiensdefeasiblenodusponers. Thestrictform canthenjust
be calledmodusponers. Or if the contrastneedsto be emphasized
it could be called dedudive modusponensor strict modusponers.
This distinction, whatever termsyou useto draw it, seemsto ad-
dressBlair’s problem.But it posesanotherone.How canonetell in
a given casewhethera modusponers argumentis betterformalized
usingthe oneform or the other?Verheij (2000 p. 5) propose poli-
ciesto enableusto distinguishbetweencasesBut we won't pause
on this more practicalaspectf the problem.Eachcaseneed to be
dealtwith individually to examinethe claim presumaly madeby an
arguer Evenif this practicalproblemcanbe solved, Blair's problem
resurficesin anotter guiseby raisinga generaltheoreticalproblem.
It is a controversialissuethatgoesto the heartof appliedlogic.

The reasonthis issueis so controversial is that logic textbooks
have becomeaccustonedto telling studentghatall agumentshav-
ing the modusform are deductvely valid. This statementcan be
misleadinghowever. It seemgo suggesthateven argumentsof de-
feasiblemodusponensform have to be deductvely valid. It seems
to male dedtctive logic all-encompassindt the supposd applica-
bility of dedctive logic to argumeris that, mary of us would say
it doesnt properly apply to. This exparsionistapproa&h is evident
in mary of the standardogic textbooks For example,in the very
widely usedtextbook Introductionto Logic (Copi andCohen 1998
p. 363)thereaderis told thatthe following agumenthasthe modus
poners form, andis thereforeded.ctively valid.

If hehasagoodlawyerthenhewill beacquitted.
He hasa goodlawyer.
Thereforehewill beacquitted.

CopiandCohen(p. 363)tell theirreadershatthefirst premiseshould
be translatednto symbolicform usingthe materialconditional,and
thatthe argumentcanthenbe provedto bevalid usingproposition&
logic. Butis it dedctively valid? The problemis thatit couldbetrue
thatyou could have a goodlawyer, but it could alsobe true thatthe
otherside hasa betterone. At this point Blair's problemresuraces
asthe firestormof controversy begins (to mix two metaphaes). The
deductvist campwill maintainthatif you meanthefirst premiseto
be really true, thenthe agumentcan be seenas dedctively valid.
The problemwith this approad is thatdedudive logic hasbeenex-
pandedso widely that seeingthe abore agumentashaving ary in-
ferentiallink or warrantis excluded.In particularthis expansionst
approachexcludesthe possibility of seeingthe agumentashaving
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the defeasiblemodusponensform. And soit excludesthe possibil-
ity of usingdefeasiblemodusponensasa resourcefor the study of
argumentatiorschemes.

For thosein the computingfield, who areusedto dealingwith de-
feasibleinferencesBlair’s problemis easily circumwented All we
needto do is to recognizethe distinctionbetweerstrict anddefeasi-
ble modusponers andthenclassifythe lawyersagumentfrom Copi
and Cohenashaving the defeasibleform. But thoseusedto deduc-
tive logic aspresentedn the standardextbooksmay not give up so
easily Oneof theissuesvhich bringsthetwo campsclosertogether
is the needto diagramsucharguments Diagrammingis of interest
bothto thosein agumentatiorasatool in theanalyticaltoolbox,and
to compuerscientistasaprecurso toimplementake formalisation.

As explicit modusponensargumentsaresorarein everydaycon-
versation(we returnto thisbelaw), it is not oftenthatoneencouwnters
diagramsof sucharguments Giventhatthe cornventioral, deductve
form of modusponengelieson bothits two premisespneappropi-
atediagramwould be a linked structureasfollows:

o
|

Figurel. Linkedstrucurediagram

Which mapson to the deductve modusponenswith A represent-
ing theconcluson @, B representinghe major premiself P thenQ,
and C the minor premiseP. Of course the diagramworks equally
well asananalysisof the CopiandCohenargument:

A. Hewill beacquitted
B. Hehasagoodlawyer
C. If hehasagoodlawyerthenhewill beacquitted

So,theapparensimilarity in form is mirroredby similarity in di-
agramming.Yet, if the forms of modusponers and modusnon ex-
cipiensareto be distinguishedthenthe diagrammaticanalysistoo
shouldbe ableto handlethe difference.

Theapproachproposedandimplementedn the Araucariasystem
(ReedandRowe, 2001)is to markinstantiationf schemesxplic-
itly. If we wantto distinguishmodusponers and modusnon excipi-
enshy seeinghelatterasaschemegr if wewantto indicatethatthe
CopiandCohenargumentis aninstantiationof a particularscheme,
thediagramin Figure2 would be appropriate.

Thus,the part of an agumentcoveredby, or encapslatedin, an
argumentatiorschemas demarcatetby a colouredarea- which may
thenbelabelled.

This approachhasthe benefitof providing a commondiagram-
ming technique for both deductvists andthoseadwocatinga some-
whatsmallerremit for deductve logic. In this apprachto diagram-
ming, the rich variety of real agumentscan be cateredfor without
needinga resolutionto that discussion,and, further, it provides a
startingpointfor formlisationof agumentstructurewithin computer
science At the moment,the structuresn Figuresl and 2 arecon-
structedwithin the Araucariasoftware,andsavedusinganArgument



Figure2. Argumentschemaliagmam

Markup Language(AML), baseduponthe industry standardXML
approachTherearearangeof benefitsassociatedavith using XML,
but perhapsthe mostimportanthereis that asan openstandardjt
supportsawide variety of differenttechnique for accessingndma-
nipulatingthedata.Someof thesetechniqueshave applicationssuch
as computersuppated collaboratve work and multi-agentsystems
communicaion, which lie squarelywithin computerscienceandfor
which closelydefined formal descriptionof agumentarecrucial.

4 The CompletenessProblemfor Argumentation
Schemes

What could be called the completerssproblemfor argumentation
schemesds expressedn the following question.When all the ap-

propriatecritical questionamatchinga schemebeenansweredsatis-
factorily, mustthe respondat thenacceptthe agument?Or canhe

continueto askcritical questions?r the questioncan put another
way. Whenis a presumptie agumentcomgete, meaningthatif the

respondat commitsto the premisedie mustalsocommitto the con-

clusion?Thesequestionsaskhowv agumentatiorschemesrebind-

ing soto speak Argumentsbasedon presumpive schemesare not

binding in the sameway that a dedudively valid is, or evenin the

sameway thatanindudively strongargumentis. The respondetis

only boundto tentatively acceptthe conclusia of a argumentfitting

apresumptre schemegiventhathe acceptshe premiseof suchan

argument.Suchargumentsare plausiblebut inherentlyweak. Only

when taken along with other argumentsin a massof evidence do

they shift a balanceof consideations.

It would be temptingto jump to the following hypathesis.Once
all the critical questiongmatchinga schemehave beensatishctorily
answeredtheargumentatioris complete But thereis a problemwith
this hypothesislt hasbeenshavn someschemesan have critical
subqustionsundereachcritical question For exampe, thefollowing
threecritical subquestioahave beencited (Walton,1997,p. 217)as
coming underthe trustworthinesscritical questionof the appealto
expertopinion.

Subquestioni: Is E biased?
Subquestior2: Is E honest?
SubquestiorB: Is E conscientios?

Bias,meaningfailurerepresenbothsidesof anissuein abalanced
way, is an importantfactorin evaluating appealto expert opinion
Honestyis a matterof telling thetruth, asthe expertseest. Consci-
entiousnesss differentfrom honesty, andrefersto carein collect-
ing sufficientinformation. Thusherewe have threecritical subques-
tionsnestedunderthe moregeneratrustworthinesscritical question
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matchingversion| of the appealto expert opinion agumentation
schemeabove.

Supposea resportentin agivencasehasaslkedall six of the basic
critical questiors corresponihg to version| of the appealto expert
opinion schemeand the proponet hasansweredall of them ade-
quately?s therespondat now obligedto accep theappeal to expert
opinionor canhe continueto raisequestionsaboutit? We won't try
to solve the completenss problemhere,but will only suggesthat
a solutionrequiresrecogrition of differentlevels on which critical
guestioningcantake placein a dialogue.At one level, basiccriti-
cal questiors canbeasled At anotherlevel, critical subgestionsof
thebasicquestioncanalsobe asled. Someauthas, suchasGilbert
(1991) suggestthat this questioting can go on almostindefinitely.
Presumptie agumentsshouldalwaysberegardedasopento critical
questioningn adialogueuntil thedialoguereachesheclosingstage.
Closureto askingof critical questionghusdepemisonthestageadi-
alogueisin.

5 Enthymemes

Invoking the authority of Aristotle, logic hastraditonally usedthe
term ’enthymeme’to meanan agumentwith missing (unstated)
premisegor aconcluson). More andmoreevidenceis shawing that
thismeaningof 'enthymeme’is basecn amisinterpretatiorof Aris-
totle’s writings, beginning with the earliestcommentatorsBurnyeat
(1994)hasshavn that Alexanderof Aphrodsiasmay have beenthe
first to put forward what becameraditionalview of enthymemeor
two millenia. According to Burnyeat, what Aristotle really meant
by 'enthymeme'’is the plausibilistictype of agumentswith a major
premiseexpressingageneralizatioathatis not absolutelyuniversa,
but is defeasible Suchan argumentmay look like a syllogismwith
a premisecontainingwhat we now call a universalquartifier. But
this appearace is misleading.This premisecontainsa generaliza-
tion holdsonly "for the mostpart”, to useBurnyeat’s translationof
Aristotle’s expressionThis new interpretatiorof Aristotle’swritings
on the enthymemeis quite exciting for thoseof us studyingargu-
mentationschemeslt suggestshatthereal Aristotelianenthymeme
is thedefeasiblgpresumpive) agumentatiorschemeof thekind de-
scribedabove.

Whatever you call it though,the problemof figuring out how to
fill in missingpremisesor conclusionsn atext of discourses still
there.lt could be called the problem of incompletearguments,or
the problemof algumentswith missingparts.lt may seema simple
problemat first, but the mary difficulties inherentin it have been
shavn. Suchargumentsareexpressedn naturallanguageandanat-
ural languagetext of discoursecan be highly problematicto make
senseof. Insertingpremiseshat make an agumentvalid may mis-
representvhat the aguer meantto say (Burke, 1985; Gough and
Tindale,1985 Hitchcock,1985). Thereis theever-presendanger of
the strav manfallagy. This fallacy is the device of exaggeratingor
distortingan interpretationof an argumentin orderto make it look
moreextremethanit is, therebymakingit easierto attackor refuteit
(Scriven,1976,pp. 85-86).Examiningtheseproblemsjt mayappear
the dreamof creatingan enthymemenachine,a mechanicabevice
that automaticallyinsertsmissing premisesor conclwsionsinto an
argument,is unadievable. Certainly creatingsuchmachineis a lot
harderthanit looks, giventhedifficultiesin dealingwith naturallan-
guageargumentation.

An exampletaken from an exercisein Copi andCohen(1994,p.
296) will illustrate someaspectf the problem.The readeris in-
structedto formulate the missing but understoodpremiseor con-



clusionin the following enthyememesOne of theseenthmemess
quotedbelaw.

Although thesetextbooks purportto be a universal guide to
learningof greatworth andimportance- thereis a singleclue
thatpointsto anotherirection.In the six yearsl taughtin city
andcountryschods, no oneever stolea textbook.

Themissingpremiseseemgo bethestatement|f peoplethough
thatthesetextbookswerea universalguideto learningof greatworth
andimportance they would stealthemif given an opporturity. But
the obsenation statedis that peopledo not tendto stealthesetext-
bookswhengiven an opporturty. The conclusionis that peope do
not think that thesetextbooks are a universalguide to learning of
greatworth andimportance . This examplebringsout the point that
anenthymemeanhave animplicit premisethatis a defeasibleype
of conditiond. It is atype of conditionalthatis notabsoluteor strict.
It would not suppat a deductvely valid modusponens argument.
It presentais with a defeasiblemodusponens agument.Of course
there are enthymemeghat can be reconstructechs modusponens
argumentsor as syllogisms.But surely there are just as mary, or
perhapsvenmore,thatcanbe betterreconstructeésdefeasiblear
guments.
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Encoding Scheme for a DiscourseSupport Systemfor
Legal Argument

Henry Prakken and Gerard Vreewijk

Abstract. This pape reportson the ongang development of a dis-

coursesupportsystemfor legal agumentnamedPROSUPPORT. A

descriptionis given of the systems$ encaling schems with which

theusercanenterhisor heranalysisof thediscourseTheseschems,

which areimplementedasweb browserformslinked to a databasge
sene to capturesuppat relationsof propasitionswithin arguments,
anddialecticalrelationsbetweenargumerts. In addition, they sup-
port the recordingof relevant agumentatie and proceduralspeech
actsmadewith respecto theseagumentssuchasdisputingor con-
cedinga claim, andallocatingthe burdenof proof. The mainissue
in developingtheseencodingschems is how expressvenesf the
schemeganbereconciledwith easeof use,on a suitabletheoretical
basis.

1 Intr oduction

In severalrelatedareasof computersciencehereis a growing inter-
estin software suppat for suchdiscourseprocesse as discussion
negotiation, disputeresolutionand collective decisionmaking. Un-
like with ‘conventional’ decision-spporttools (suchasknowledge-
basedsystems)thetaskof suchsystemss notto produceor sugges
solutionsto a problemwith the help of domainknowledge but to
help the participantsn discursve interactiongto structuretheir rea-
soninganddiscouse,so thatthey canmake senseof the discourse
andinteracteffectively.

One professionalareawhere such systemsare of great poten-
tial useis the law. Participantsin legal procedues (including alter
native procediressuchas online disputeresolution)often facethe
comple taskof managingthe informationthey are confrontedwith
and the communicationand reasoningthey are expectedto engage
in. Discoursesuppat systemscan provide importantassistancéor
thesetasks:they could facilitate the structuredinputting of a vari-
ety of discursve data,suchaswhich claimshave beenmade,con-
cededor challengedhow the burdenof proof was assignedwhich
grounds andevidencehave beenadducedand counterattaokd, how
thesegroundsandevidencecanbe assessedndwhetherthe parties
have respectedherulesof procedureThesystemcouldthenusefully
display combire andrestructurethis input, and computethe conse-
guencs of theusers evaluative decisionge.g.whowinsgivenacer
tain allocationof the burdenof proof andassessmertf evidence?).
Suchsystemscould also supportthe (semi-) automaticgeneration
of casesummarier evenverdicts.Thesefunctionalitiescanbe put
to usein avariety of contexts. Individual userscanbe supportedn
makingtheirown analysisof thediscourseinvisible for otherpartici-
pantsThejoint participantcanbesuppatedin theircommunicatie
anddisputatioral interactions Or the supportingstaf of ajudgeor
otherofficial canbe suppatedin theirtaskto preprocesananalysis
of a caseandto passon theresultsto the official. Finally, in online
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versionsof disputeresolutiondiscoursesystemscould be a principal
meansof interactionbetweerthe participants.

In the field of Al & Law thereis a growing body of theoretical
researclon discoursesupportfor legalagumentandlegal procedire
(e.g.[3, 1, 4, 12]). However, substantialresearchon architectures
for implementatiorandon userexperiencs is still sparseWe know
of only two systemghat have beenimplementedwith practicaluse
in mind, viz. Loui’'s Room5 system[8] andVerheij's ArguMedtool
[18], andonefurthersystenthatis currentlybeingimplementedyiz.
Lodder& Huygeris suppat tool for online disputeresolution[7].

In otherapplicationareassuchasmeetingsuppat andintelligent
tutoring, more practicalexperiencewith discoursesupportsystems
hasbeengained(seee.qg.[9, 16, 15, 2]). Theseexperiencegaiseim-
portantissuesfor legal discoursesuppat systemsOne of the main
lessondearnedis thatit is very easyto overestimatahe users’abil-
ity andwillingnessto learna new codificationschemg15, 2]. The
PROSUPPORT project, on which this paperreports,intendsto take
this lessonat heart.Its aim is to develop a discousesuport system
for legal proceduie that provides useful computationapower to the
userbut thatis alsoeasyto use.

Naturally thesetwo goalstendto conflict. The desireto offer use-
ful computationapower to the userrequiresthatthe users input is
structurecasmuchaspossiblejn away thatreflectstheessentiaéle-
mentsof legal discourseThe moretheseelementsaaremadeexplicit
by the user the more the systemcan do with it. However, the de-
sireto make theseelementsexplicit requirescomplex representation
schemesor theusersinput,whichleadsto atensionwith thelessons
onusabilitylearnedn otherareasPutsimply, the moreexpressie a
languagethe harderit is to learnand use.Resolvingthis tensionin
anoptimalway is one of the mainresearctthemesof the PROSUP-
PORT project.In otherwords,the projectaimsto discover conditions
underwhich “formality” in interactive systemsf the studiedkind is
helpful insteadof harmful (cf. [15]).

To elaborateon the desiredexpressieness,the following features
of legal reasoningare especiallyrelevant. Firstly, legal reasonings
adwersarial,which meansthat agumentspro and con a claim are
exchanged and conflicts betweenargumeris mustbe resohed. Sec-
ondly, legal reasoningcontainsseveral specialisedeasoniig forms,
suchascombinirg rulesandprecedentsattackingthe applicationof
arule, usingandattackwitnessor expertevidena, reasoningabout
causationandsoon. Finally, legal reasoniig takesplacein a proce-
duralcontext, wherethenotionsof presumptionsindburdenof proof
areessentialandwherenotonly argumeris but alsootherspeectacts
areimportant(suchasdisputingor concaling a claim andallocating
the burdenof proof).

Thereis anothertensionto beresohed. Being aresearctproject,
the systemshouldhave a soundtheoreticalbasis,which meansthat
it shouldbe basedon plausibletheoriesof the structureand ratio-
nality of agumentatie discourse Moreover, sincewe are dealing
with software specification this theoreticalbasisshoud preferably
beformal. Thelatteris particularlyimportantsincediscoursesupport



systemsmight be expectedto computethe ‘current state’ of a dis-
pute,giventhe agumentscounteragumentsandpriority aguments
statedthusfar. This requiresa precisetheory of whatis to be com-
puted.Now a problemis thatmostof the availabletheoriesarequite
comple andsubtle especiallywhenthey areformalised.Therefore,
directly implementingthesetheorieswould againdetractfrom the
usability of the system A usercansimply not be expectedto master
subtletheoreticaihotionsanddistinctions Jet aloneto dealwith for-
mal syntaxor mathematicahotions.Accordindy, a secondesearch
challengeof the PROSUPPORT projectis to resole the tensionbe-
tweennaturalnessindtheoreticalwell-foundalnessof the encodng
scheme®fferedto theuser

This paperreportson our currentproposalgo resole thesetwo
tensionsfocusingon the encodingschemegor theusersinput. The
systemis meantfor Dutch civil procedue, andwill be illustrated
with an applicationto an actualDutch civil case.lt is importantto
notethatin our designtheinterfacesfor enteringtheusersinputand
for displayingthe systems output are indepen@nt. Onceinforma-
tion is inputtedinto the system|t is storedin aninternaldataformat,
which supports differentways of restructuringand visualisingthe
information.This papemwill notdiscussnterfacesfor thelatter.

As for the input encodngschemeswe proposea simple generic
encoding schemefor argumentatie and procedual speechacts.
As for amguments,the schemecapturessupportrelationsbetween
propositionswithin argumentsand dialecticalrelationsbetweenar-
guments but for the restit imposesa minimum of structureon the
usersinput. We will shav thatthis encodingschemecanbestraight-
forwardlyimplementedaswebbrowserformslinkedwith adatabase
Furthermorewe will aguethatthedesigncanbetheoreticallybased
on logics for defeasibleargumentationand formal dialoguegames
for disputeresolution.Finally, we will discusssomelimitationsand
possibleextensionsof our encodingschems, andcompareour pro-
posalswith relatedresearch.

2 The application domain

In this sectionwe briefly describeDutch civil procedire asfar as
relevant for presentpurpcses.(This descriptionis taken from [12]
andinspiredby [6]).

A civil law suitis divided into a ‘pleadings’phasewherethe ad-
versariepleatheir casebeforethejudgeandprovide evidencewhen
assignedhe burdenof proof by the judge,and a ‘decision phase’,
wherethe judge withdraws to decidethe case.The pleadingsphase
is separatednto a written andan (optional)oral part. In the written
partthepartiesexchangeatleasttwo andusuallyfour documentgin
fact,thelaw is aboutto be changedo male this “usually two”). The
first is plaintiff’s Statemenbf Claim, which hasto containplain-
tiff’s claim plus his groundsfor the claim. Thesegrounds may be
purelyfactual:plaintiff mayleave outthelegal ‘warrant’ conrecting
grounds andclaim, asmay both partiesin all their otherarguments.
Also, partiesdo not needto explicitly statecommon-sege knowl-
edge,and if they statesuchknowledge, they don't needto prove
it. However, the judge decideswhat is common-sese knowledge
Defendantreplieswith her Defence which hasto containall of de-
fendants attacksagainsiplaintiff’s claimandgrounds Theseattacks
may also concernissuesof procedureso thatthe procedual legal-
ity of a move canitself becane the subjectof dispute.The adwer
sariesmay thenexchange further documers aslong asallowed by
the judge. Eachparty may also ask to provide oral pleading.Dur-
ing the pleadingsphase the adwersariesmay dispute,concee and
retractclaims, deferto the judges decisionabouta claim, suppat
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claimswith agumentsmove courteragumentsandoffer to provide
evidencefor their claims.Thejudgeassignshe burdenof proofto a
party wheneer appropiate, after which that party mustprovide ev-
idence(usually documentspr witnessor experttestimonies)After
thepleadinggphasehasended thejudgegiveshis/herverdict,bourd
by thefollowing rulesof evidence.

An importantprincipleof Dutchcivil procedueis thatthejudgeis
passve with respecto the factualbasisof the dispute.For instance,
thejudgemustaccep undisputedclaimsof theadwersariesands/he
mustevaluatethe evidenceand give the verdict on the basisof the
factsadducedyy the parties with theexcepionsof generallyknown
factsand legal rules. Of coursethis doesnot meanthat the judge
cannottake factualdecisionsat all; s’fhe muststill assessvhether
thefactsadducel by theadersariesuficiently supportheir claims,
which mayin turn alsobefactual.

As for allocatingthe burdenof proof, the generarule is thatthe
partiesbearthe burdenof proving their claims; however, the judge
may decideotherwiseon the basisof specialstatutoryprovisionsor
on groundsof reasonablesss.Among otherthings, this meansthat
theburdenof proof canbedistributedover the parties andthatmak-
ing a claim doesnot automaticallycreatea burdento prove it; cf.
[6,11].

Giventhesecharacteristicsf theprocedire,our systemshoud al-
low thefollowing input. As for the adversariesit shodd be possible
to expresswhich claimsthe adwersariehave made,andwhich argu-
mentsthey have statedin suppat of their claimsor by way of coun-
teragument. Furthermore the systemshould keep track of which
claimshave beendisputed concedd, retractecor left to the judge’s
decision.Finally, the systemshouldcapturediscussios on the pro-
ceduralcorrectnes®f the adwersaries’input (including admissibil-
ity of evidence).As for the judge,the systemshouldrecordhis/her
decisionsabout such proceduralcorrectnessand aboutthe burden
of proof, including the judge’s groundsfor thesedecisions(when
given). The systemshould also record the judges completionsof
the adwersaries’agumentswith legal or commorsenseknowledge.
Finally, the systemshouldallow for the inputting of ary otherargu-
mentmaovedby thejudge,especiallyhis/herassessmdsof evidence
andconflictingarguments.

It is importantto note that the PROSUPPORT systemis not pri-
marily meantto supportthedisputeasit actuallytakesplace.Rather
thesystemis meantto support rationalreconstructionsf thedispute
madeby an individual user either during or after the dispute.For
instancejt couldbeusedin the pleading phaseby oneof theadwer
sariesin preparinga further proceduradocumen, or in the decision
phaseby the judge (or his assistants)in preparingthe final verdict.
It could alsobe usedasan analysistool by law studerts in a course
onlegal algumentation.

3 An examplecase

Throughot this paperwe will usethefollowing examplecasecon-
cerningadisputeconceriing ownershipof alargeholidaytent.Plain-
tiff (Nieboig) andhis wife werefriendsof Vande Velde,who owned
a large tentat a campsite. At somepoint van de Velde mentioned
that the tentwas for salefor dfl. 850. Nieboig replied that he was
interestecbut could not afford the price. Vande Veldestill madehis
tentavailableto Niebomg, who in returnhelpedvande Veldeto paint
his house while Mrs. Nieborg for someperiodassistedMirs. vande
Veldewith herdomesticwork. At somestage Nieboig claimedthat
they haddoneenoughwork to pay the salesprice for the tent, after
which vande Veldebecamevery angryanddemandedhe tentback



Case 9 Tent ownership

Staternents Evidence Issues Discussion Decisions
Claim Ok |
Claim IDefemdantmuatrelumlhetemtn plaintitf
Maker EP\amnﬂ x|
Source aim x|
Defendant
Judge
Grounds elaborate

Flaintiff owns the tent F

Defendant is in possession of the tent r

he tent was violently taken away from plaintiff I

Section 20142 Civil Cods r

[~ mare grounds [ alternative grounds

Adversary's response | Disputed =l T ekborate

Judge's respohse

- Procedural | Admissible = ™ eporate
- Burden of proof: |- = I elaborate
- Substantial |- I T enaporate

Remarks [Thiz is plaintiff's main claim. Subsidiary

claims are: ...
This cese runs parallel with a case of the
original tent owner against plaintiff. The

outcome of the present case also decides that
case.

Figurel. A claim form (expressinganarmgumeny.

since,soheamued,hehadnever soldthetentbut only madeit avail-
ableto Niebom for the periodthathe himselfdid not needit. He had
doneso sinceNieborg hadtold him that he and his wife had never
hadhave enoughmoney to go on holiday WhenNieborg refusedto
returnthe tent, van de Velde, assistedy a group of people,thren
Niebomg’s son (who at that point was the only personpresent)out
of thetentandtook it away. A few monthslater, van de Velde sold
thetentto defendhnt(van de Weg) andhis wife. The salesprice (dfl.
850)waspaidwith domestiovork by Mrs. vandeWeg in assistance
of Mrs. vande Velde.

In court,Nieborg (plaintiff) claimsreturnof thetentto him onthe
basisof his ownershp. Van de Weg (defendantdisputesNieborg’'s
claim on the grourds that van de Velde had not sold the tent to
Nieborg but only givenit onloan,andthatthework doneby Niebog
andhis wife wasnot doneto paythe salesprice but out of gratitude.

Therelevantlaw is quite intricateandwill notbe explainedhere.
The main issueon which the outcomeof the casedepened was
whethervan de Velde had sold the tentto Nieborg, so that Nieboig
wasowner atthetime of the violent events,or whethervande Velde
hadjustgiventhetentonloan,sothatvandeVeldehadremainedhe
owner.

Nieboig wasallocatedthe burdenof proving thatVan de Weg had
obtainedthetenton loan. To meethis burden,he provided threewit-
nessesyVan de Velde and two personsassociatedo van de Velde,
Gjaltemaandvan der Sluis. Nieboig’s main attackon van de Weg's
evidence was that the witnesseswere not credible: van de Velde
had a personalinterestin a win by van de Weg, andall threewit-
nessesaddeclaredsomethinghatNieborg claimedwasdemorstra-
bly false(we will not elaboratethe latter point). However, the judge
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Staternents Evidence Issues Discussion Decisions
Claim disputation QK
Disputed claim IP\ﬁmhﬁ owns the tent
Disputation |Notplamtlﬂbutdefendamownsthetem
Maker |Defendant =|
Source |Defence =l
Grounds elaborate
Defendant bought the tent from van de Welde r
'an de Velde delivered the tentto defendant r
Defendant paid the sales price of dil. 850 r
Defendant acquired the tent in good faith r
Section 20141 Civil Code r

[~ more grounds I afternative grounds

Judge's response
- Procedural: lm ™ elaborate
- Burden of proof: lm [~ elaborate
- Substantial m [™ elaborate

Comparison

Rejection

This is defendant's first defence. It is not so
strong since it is based on a general rule while
plaintiff's argument is based on an exception to
that rule.

Remarks

Figure2. A claim disputaion form (expressinga rehuttal).

wascornvincedof their credibility, sincetheir declarationsupported
eachotherandsinceVande Weg hadfailedto find counterwitnesses.
Niebomg therefordlostthe case.

4 The discourse encodingschemes

Wenow turnto adescriptiorof thesystemsinputencodng schemes,
all basedon the samegenericschemeln the presensectionwe dis-

cusstheir expressvenessandnaturalnessyhile in thefollowing sec-
tion we describehemfrom a software-architecturgoint of view.

4.1 The schemes

In the presenphaseof the project,we have chose for a simplefor-
mat of arguments Essentially agumentsare ‘and trees’wherethe
nodesarepropasitionalatomsandthe links areinferencerules.The
trees root is the conclusionandits leafsarethe premisef the ar
gument.This setupenablesus to let the userinput elementaryar
gumentswith a web form with a list of fields, asis illustrated by
Figure 12, which displaysa Claim form expressingan argumentfor
plaintiff’s mainclaim. Thetopfield is thearguments conclusionand
thefieldsunde Groundsareits premiseslf morethanfour grourds
are needel, the usercantick the more grounds box and pushthe
OK button. This scheméfor algumentsis recursve: elementaryar-
gumentscanbe extendedby replacingoneof its grourdswith a sub-
argumentfor thatground This is achieved by ticking the elaborate
box next to the grourd to be elaboratedand pushirg the OK button,

2 Theactual systemis in Dutch; the Englishscreesin this paperarecreaed
by manualy editing the originad HTML files.
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Staterments Evidence

ok |

Compared Arguments IPZ Plaintiff owns the tentw. D1: Mot plaintitf but defendant owns

lssues Discussion Decisions

Comparison

Judgement P2 prevails i

Maker
D1 prevails

Source  Neither prevails

[

Grounds elaborate
r
r
r

r

P2 is based on Section 20142 Civil Code
D1 is based on Section 2014.1 Civil Code
Section 2014.2 Civil Code is an exception to Section 20141 Chvi

[~ more grounds ™ aliernative grounds

Adversary's response |- 2| T eisborate

Judge's response
- Procedural. [Admissible x| [ claborate
- Substantial [ = T etaborate

Remarks

Figure3. An amgumentcompariso form (expressinga priority argument)

which returnsanotherinstanceof the claim form, with the top field
filled by the to-be-elaboratedrourd. This box canalso be usedif
ary otherinformationaboutthe groundis to be enteredsuchasthat
it wasdisputed or thata certainburdenof proof wasattachedo it.

To describethe further setupof the claim form, the top row hy-
perlinks are links to various overviews of the discoursegenerated
by the systemon the basisof previous input. Of these,asyet only
the Statementsand Discussionlinks have beenimplementedThe
Statementslink returnsa tablewith all statementsnadeso far by
ary of the participants,including useful ‘metadata’,such as who
madethe statementhow the otherpartiesrespondedandsoon. The
Discussionlink returnsavisualisationof thediscussiorsofar.

With the choicemenuMaker, the usercan enterwho madethe
claim, by choosingfrom the optionsPlaintiff, Defendat and Judge.
With the choicemenuSource the usercanenterthe casefile docu-
mentin which the claim canbefoundand,if desired make a hyper
link to therelevant fragmentin the document(this hyperlink feature
is notyetimplementedl UnderAdversary’s responseandJudge’s
responsehe usercanenterthe eventualresponsesf the adversary
respectiely the judgeto the claim. Theseoptionswill be explained
in more detail belav. Finally, at the bottom of the form thereis a
large Remarks field, for enteringarything of interestthatcannotbe
enteredn the otherfieldsor menus.

To returnto arguments they can,depeming on their role in the
dispute take on several (non-eclusive) dialecticalroles:they canbe
initial aguments counteraguments,priority argumentsandproce-
dural alguments (Unlessindicatedotherwise we belov meanwith
‘argument’anelementanargumentasexpressedn asingleform).

Counteargumentscanin turn be of two types.Rehutting counter
argumentsdery the conclusionof the attacled agument,while un-
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Staterments Discussion Decisions

ok |

Evidence lssues

Claim

Claim [Plainiff had the tent an Ioan from van de Velde

Maker |Defendant =|

Source

[

Grounds elaborate

itness van de Velde speaks of "making use"

itness Gjalterna speaks of "use"

itness wan der Sluis speaks of "letting use"

m

[~ mare grounds [ alternative grounds

Adversary's response | Disputed =l T ekborate

Judge's respohse

Admissible x| [ sfaparate
Defendant ix] [~ efaporate

Plaintiff

- Procedural:
- Burden of proof.

- Substantial: [™ efanarate

Remarks [pefendant provides triple witness evidence for

hiz second defence.

Figure4. Another claim form (with anamgumentbasedon withess
evidencg.

dercuttingargumentslery thatthepremise®f theattacledargument
supportits conclusion. An exampleof a rekuttal is that not plaintiff

but defendat ownsthetent,sincedefendahbougt andacquirecthe
tentfrom the previous owner (seeFigure2, which containsarehuttal

of a (not shawn) subagumer for the first groundin Figure1). An

exampleof anunderctter is anattackon the credibility of awitness
whosetestimory was usedin the attacled argument.Figure 5 dis-
playsan underctter moved by plaintiff in attackof defendatis ar

gumentdisplayedn Figure4. In legal disputesundercttersarevery
common,which is why we wantto make thedistinctionbetweerre-
buttalsandundercuttersexplicit, eventhoughwe areawarethatthis
complicateghe encodingschemesndthereforemight detractfrom

their usability

The systemcannd automaticallyrecogrise from an arguments
syntax whetherit is a counteragument, sinceits input forms do
not make negation explicit. Instead,the usermustexplicitly move
acounteragumert asanattackon anotherargument.

For counteragumentsmoved by anadwersarythis hapgensasfol-
lows. First from the Adversary’s responsechoice menuthe ‘dis-
puted’ option must be chosen(as in Figure 1). This returnsan-
otherchoicemenu thistime non-exclusive, with the options'dispute
claim’ and‘disputesupport’(not shawn). Thefirst choicemalkesthe
systenreturna Claim disputation form (SeeFigure2, but notethat
thatform wasnottheresultof disputingplaintiff’s mainclaimin Fig-
ure 1 but of disputingplaintiff’s first ground. This disputationwas
enteredn the subform(not shavn) thatelaborateshis ground).The
top field of a claim disputationform containsthe disputedproposi-
tion, the secondfield is for the formulation of the disputation,and
theremainingfieldsarefor thegrounds for the disputation.The sys-
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Staterments Evidence Discussion Decisions

ok |

Disputed support |D3 Plaintiff had the tent on loan from van de Yelde

lssues

Support disputation

Disputation |D3 is based on incredible withess testimony

Maker |Plainti =]

Source

[

elabovate

r

Grounds

an de Velde has aninterestin a loss by plaintiff

[The law excludes withess categories with weaker interests thar

an de Velde has stated something that is demonstrably false

-
=
-

[~ more grounds I~ afternative grounds

Adversary's response E— =l ™ etaborate
Disputed
Conceded
Deferred to the judge
Mot responded
Admissible

Judge's response

- Procedural: = [ elzborate

- j [~ efaborate
Rejecion  *| [~ aaborate

- Burden of proof:

- Substantial

Remarks

Figure5. A supportdisputdion form (expressinganunderctter).

tem then treatsthe conclusias of an agumentand its retuttal as
logical contraries A choicefor ‘disputesuppat’ makesinsteadthe
systenreturna Support disputation form (asin Figure5, whichre-
sultedfrom disputingplaintiff's claimin Figure4). Its top level field
containsa system-generatedescriptionof the undercu suppat (in
thecurrentversionanidentifier plusthe suppatedclaim), its second
field canbeusedto fill in theformulationof theundecutter andthe
remainingfieldscanbe usedto enterthe groundsfor theundercutter

A courteragumentmoved by the judge can be enteredvia the
choicemenuJudge’s response— substantial, by chocsingthe op-
tion rejection(asin Figureb). Thismakesthesystenreturnthesame
menuaswith a ‘disputed’ choicefor the adversarys response.

A priority argumentis anargumentthatadjudicates conflict be-
tweena rebuttal andits targetargument.A priority agumentof the
judgecanalsobe enteredvia the choicemenujudge’s response—
substantial, by choosingthe optioncompaison (seeFigure2). This
returnsa list of all rebuttals moved againstthe agumentexpressed
on the form (not shown). The usercan chooseone of them, after
whichthe systenreturnsanargument comparisonform (Figure3).
Thetop field mentionsthe identifiersand conclusionsof the two ar
gumentsto be compared,the secondfield containsa choice menu
for statinga preferencebetweenthe amguments(a specialform of a
claim),andtherestof theform is asin theclaimform. Notethatthus
we have slightly enrichedour propositionalanguagiewith themeans
to expresspreference betweerargumentsin Figure3 thejudgead-
judicatesbetweentwo conflicting argumeris concerningownership
of thetent. Thejudgeprefersplaintiff’s agumenton thegrourdsthat
it is basedon a legal rule which is an exceptionto the rule usedby
defendatis agument.
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Staterments Evidence Discussion Decisions

ok |

lssues

Claim disputation

Disputed claim |D3 is based on incredible withess testimony

Disputation |D3 is based on credible witness testimony

Maker |.Judge =l

Source

[

Grounds elaborate

Witnesses more often hawe an interestin the outcome of the ca

[The law does not exclude van de Velde

an de Velde's testimony is confirmed by withesses Gjaltema

u m m

Miehory has not called counterwithesses
[~ more grounds I~ afternative grounds

Adversary's response |— 2| I elaborate

Judge's response

- Procedural [Admissisle x| [~ elaborate
- Burden of proof. |- 2 T enaporate
- Substantial: |- | ™ alshorate

Remarks [the judge rejects plaintiff's attack on the

credibility of defendants wain witness.

ote that the judge does not explicicly respond
to plaintiff's subclaim that van de Velde has

Figure6. An implicit agumen comparisorby the judge

We do not allow priority agumentsto adjudicatebetweenan ar
gumentand its underctter: if an underaitteris regardedasincon-
clusive, this shouldbe expressed with a counteragument againsthe
undercutte(asis doneby the judgein Figure 6 with a rekuttal of
plaintiff’s undercuttein Figure5). Sucha counteragumer canbea
rekuttal (e.g."no, thewitnessis credible since...”) andthenaprior-
ity agumentcanbe moved on whethertheundecuttingargumentor
its rebuttal prevails (in fact,we regarda rebuttal moved by thejudge
asimplicitly preferredover its tamget).

Thelastdialecticalargumenttypeis thatof procedual argumerts.
They are subdvided into agumentson proceduralcorrectnessand
argumentson allocatingthe burdenof proof. A decisionon proce-
dural correctnesgan be enteredwith the choicemenuJudge’s re-
sponse— procedural with the default admissibleanda secoml op-
tion inadmissible To enteran argumentfor an inadmissibility de-
cision (which is optional), the box elabomate can be ticked, which
malesthe systenreturnaform namedViolation. Likewisefor ade-
cisionontheburdenof proof,via thechoicemenuJudge’sresponse
— burden of proof, which, when elaboratedreturnsa Proof bur-
denform.

Finally, we must allow for alternatve argumentsfor the same
claim. Notethatin a defeasiblesettingalternatve argumentsarenot
equialentto asingleargumentwith adisjunctive premisesincesuch
a singleagumentdoesnot capturethatalternatve agumentsmight
be basedon differentkinds of inferenceschemesFor instancepne
argumentmightbebasedn a statutoryrule, while anothermargument
might be basedon legal policy consicerations.Accordingdy, belov
the list of grourds a box alternativegrounds can be ticked, which
returnsan alternatve claim form for the sameclaim. The alternatve



amgumentis assigned differentidentifierthanthe original one.

4.2 How logical syntaxis avoided

In our encodingschemethe userdoesnot have to manipulatelogi-
cal syntax,sincelogical operatorsareeitherimplicit or notavailable.
Above we alreadyexplainedhow negationis left implicit in theway
retuttalsandundercuttersaremaoved. Conjundion is, of coursejm-
plicit in the list of grounds.Furthermore conditionaloperatorsare
avoidedsinceargumentsdo not have to be propositionallyvalid, so
thatconditiond premisecanbe left implicit, paraphrasedr named
(e.g.with the nameof a statutoryrule asin Figuresl and2). Also,
we think thatthereis no stongneedfor makingdisjunctionsexplicit.
Firstly, as we explained above, alternatve argumentsfor a claim
(which are quite frequen) are not the sameas an argumert with
disjunctive premises.Secondly when a rule containsa disjunctive
antecedenwe expectthatin thegreatmajority of casego whichthe
ruleis applied,oneof thedisjunctswill hold. Consideyfor instance,
asocialbenefitlaw statingthatbeingunenployed,ill or disableden-
titlesto a certainsupplemetary benefit.Finally, we expectthatargu-
mentsthatcrucially dependn quantifiersor modal(suchasdeortic)
operatorswill in practiceberare.

Of courseijt is very likely thatcasesarefoundwhereour schemes
aretoolimited. However, we think adiscoursesupportsystenshould
not aim at 100% expressiveness,sincethat would conflict with the
goalof usability

4.3 How Dutch civil procedure hasbeenmodelled

In Section2 we listedthe featureghatour encodingschemeshould
capture.As can be seenfrom the above description,our schemes
supportthe enteringof all relevant dialecticaltypesof amguments,
aswell asof all propasitional attitudes(exceptretraction)that can
be expressedy the adwersariesandproceduial decisionghatcanbe
takenby thejudge.

We next recapitulatehow the judge’s substatial decisionscanbe
entered Completingthe groundsof an adwersarys agumentcanbe
simply doneby addinga grourd to an agument,ticking the corre-
spondirg elaborate box, andindicatingin the elaborationform that
the groundwas moved by the judge.If the judge acceptsan adwer-
sary’s claim on alternatve grounds, the usercan simply checkthe
box ‘alternative grounds’,entersuchgroundsandagainindicatethat
they were moved by the judge. If a judge hasrejecteda claim or
a claim’s suppat on certaingrounds the usermust choosethe re-
jection option in the Judge’s response— substanial menu,after
which the claim or supportcan be disputedin the way explained
above. Finally, thejudge’s comparatie decisionsanalsobeentered
in away explainedabove, by choosingthe comparisornoptionin the
samemenu.Notethattheformsdo not containanexplicit way to en-
ter thatthe judge hasacceptedh certainclaim. Suchacceptancean
be expresseckitherimplicitly by doing nothingor, if the oppment
hadmoved a counteragument, by attackingthatargumentin one of
theavailableways.

5 Systemarchitecture

We now describeheencodingschemegrom a software-architecture
point of view.
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5.1 Designphilosophy

The systemarchitectureis basedon the ideathat all aspectsof a
case(issuesspeectacts,sourcedocumers) arenodesin a network.
The basiccomponen (node) of the systems internal datastructure
is called a form. Eachform is intendedto expressa speechact. A
form possesseseveralfields (or attributes),suchasan|ID, type,tar-
get, statementmaler, source remarks,andtyped pointersto other
forms, suchasgrounds, adwersarys responsandjudge’s responses.
Typically, eachform usesonly someof theseattributes.For example,
the main claim will have no valuefor the attribute ‘target’ because
the main claim is the initial claim and by definition doesnot dis-
puteotherclaims(seeFigure 1). And a claim disputationform will
have no adwersarys responsessince a disputationis itself sucha
responsdseeFigure 2). Whena form is presentedo the user un-
definedattributesarenot shavn, andthe form takesits own “shape”
dependhg on its type. Furthermoredependhg on the type of form,
its various attributesmightbe namedn differentways.For instance,
theattribute ‘target’, which links the form to a precedingorm, is in
a claim disputationform (Figure 2) called “disputedclaim” andin
aviolation form (not shavn) called“inadmissiblespeechact”. And
the attribute ‘statement’,which indicatesthe propasition a form is
about,is in aclaimform (Figurel) called“claim” andin a‘compa¥r
ison’ form (Figure3) called“judgement”.

To preventredundacy andpresere thelogical structureof acase,
every form is unigue,which meanghatthe samething is alwaysex-
pressedn the sameway. For example, if the statemenfield of a
certainform is changedandthis formis usedby forms A, B, andC,
(e.g.asgroundfor their statementjhenthis changewill bereflected
if A, B or C areretrievedandpresentean screenFurther the sys-
tem suggeststhe userto reuseforms by presentingD’s of existing
forms.If theuserentersaform-ID ratherthanplain text, the system
will recognisethis andwill establishalink ratherthancreatea new
form. This featurecanbe used,for instanceto reuseold statements
asgroundsof anew argument.

As saidabove, form typesare meantto standfor speechacts.We
currentlydistinguishClaim, Claim disputation SupportDisputation
ComparisonViolation, andProofburden For instanceClaimstands
for makingaclaim, Claimdisputationfor disputinga claim,andVio-
lation for decidinga speectactprocedirally inadmissible For some
typesof speechactswe do not wantto allow for elaboration such
speechactsarenot capturedby their own form, but simply asan at-
tributeof anotheform. Forinstanceconcedng aclaimis anattribute
of aclaimform. Finally, the speechactof moving anagument,i.e.,
of statinggrounds in support of a claim or disputationis left implicit
in theformsandhow they arelinked.

5.2 Aspectsof human-computerinteraction

Formscanbe presentedo the userin variousformats.Currently it
is possibleto view formsin isolation,andto view themall together
Whenviewedin isolation,all relevantattributesof aform areshawn,
including the contentsof the statemenfields of conrectedforms,
andlinks to them.Shawing the statemenfields of connectedorms
increaseshe cohesim of the network andenablego userto quickly
navigatethroughacase.

Viewing formstogethernablesbird’s-eye perspectieonacase.
Currently thefollowing globalviews arepossible The mostobvious
presentatiorconsistsof a table of all statementsaccessiblevia the
Statementshyperlink. This table can be sortedamongvariousdi-
mensionge.g.ID numbertype,time of input, time of modification).



orfilteredthroughvariouscriteria(e.g.“show all disputedstatements
madeby plaintiff for no burdenof proof hasyet beenallocated”).
Further it is possibleto view a tex-basedsummaryof the case(via
the Discussionhyperlink) andto view the caseasa directedgraph
(not yetincorporatedn the above screens)lt shouldbe notedthat
ourarchitectureloesnot committo a particularvisualisationstyle of
thediscussionit equallysuppatstext-basedandgraph-tasedstyles.

Oneof the greatesthallengesof our projectis to keepthe layout
of the input forms assimple as possible while respectinghe com-
plexity of the case.The approachthat PROSUPPORT follows is that
it is keptsimpleandfixed for beginners,while advancedusersmay
optfor morefeaturesandflexibility .

5.3 Curr ent state of the implementation

The current version of our systemis implementedin Mason
(http://w  ww.masonhg.c om). Masonis a Perl-basedveb site
developmentanddelivery engine.With Masonit is possibleto em-
bedPerlcodein HTML and constructpagesfrom sharedreusable
comporents MasonrequiresanApacheHTTP senerwith asoftware
packag thatembedsa Perlinterpreterinto the webserer (typically
mod.perl ). Formsarewrittento andretrievedfrom aBerkeley type
databasewhereformsareaccessedy their ID.

As for the currentstateof implementationthe above-desribed
form-baseddatastructurebave beenimplementedaswell asa first
methodto navigate betweenthe encodingscreensOf the overvien
facilities, only the Statementsand Discussionfeatureshave been
implemented.We have not yet implementedthe function that is
meantto computethe ‘currentoutcomé of acase.

Someelementf ourimplementatiorarestill provisional.Firstly,
asfor navigating betweerthe forms, someproblemsstill have to be
solved.Oneproblemis thattheusercanmarkmorethanonetext field
for further elaborationIn suchcasesmorethanoneform needsto
befilled outandit is notimmediatelyclearwhich of theseformsthat
shouldbe,i.e., which of theseforms mustbe presentecdext to the
user Onesolutionis to work with a prioritisedagendacalled“forms
to be processd,” andthento enablethe userto processheseforms
asheseedit. Secondlyour currentway to visualisethediscussioris
alsostill provisional;in fact,afull implementatiorof this featureis
animportantresearchssueof the PROSUPPORT project,which will
touchuponcognitive aswell astechnicalissues.

6 Theoretical foundations

As saidabore, onegoalof the PROSUPPORT projectis to investigate
how a naturalencaling schemeor argumentatie discoursesuppat
canbedevelopedon asoundformal basis We think thatsucha basis
canbe provided by combiningtwo recentdevelopments viz. logics
for defeasibleargumentatiorandformal dialoguesystemsdor critical
discussion.

6.1 Logicsfor defeasble argumentation

Logics for defeasibleagumentation(see[14] for an overview) are
one approachto the formalisationof so-calleddefeasibleor non-
monotorc reasoning This is reasoningvheretentative condusions
aredravn onthebasisof uncertainorincompleteénformation,which
might have to be withdrawvn if moreinformationbeconesavailable.
Logical agumentationsystemsformalisethis kind of reasoningn
termsof the interactionsbetweenargumentsfor alternatve conclu-
sions.Nonmorotonicity arisessinceargumentscan be defeatedby
strongercourteraguments.
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There are several reasonswhy argumentationsystemsare a
promisingformal basisfor algumentatie discousesupportsystems.
Clearly, modelling inferenceas comparingargumentsand countef
argumentdits very well with the dialecticalnatureof agumentatie
discourseMoreover, agumentatiorsystemsftenabstracto alarge
degreefrom thelogical languag in which algumentsare expressed
and from the rules accordng to which they are constructedThis
males such systemsparticularly suitablefor dealingwith natural-
languagenput. For instance above we saw how logical syntaxcan
be avoided and how hidden premisescan remainimplicit. Finally,
argumentatiorlogics have beenappliedto a numberof phenomea
thatwe think areimportantin argumentatie discoursesupport,such
astheformatof agumentsastreesof inferencerules(e.g.[10, 19)),
the distinction betweenrekuttals and underciters (due to Pollock,
e.g.[10]), and priority aguments(e.g.[5, 13]). Note that all these
threephenonenaarecapturedby our encodng schemes.

6.2 Dialogue gamesfor dispute resdution

In the introductionwe saidthatone useof formal founddionsis as
a basisfor computingthe ‘current outcome’of a dispute.Now it is
importantto notethatthe outcomeof a disputedepend not only on
the agumentsthat are statedbut alsoon the variousargumentatie
speechactsand proceduraldecisions.For instance|f a premiseof
an argumentis disputedand no further agumentfor it is given,the
argumentdoesnot countin determiningthe outcomeof thedispute;
likewise for anargumentof which onepremisewasruledto contain
inadmissibleevidence And for compuing the effect of priority ar
gumentson the outcomeof a dispute,it is importantto knov who
hasthe burdenof proof: if two conflictingamgumentsaredecidedto
be equallystrong,this benefitsthe adversarywho doesnot have the
burdenof proof.

So agumentatre speechactsof variouskinds interactin subtle
waysin determiningthe outcomeof adispute. Thereforetheformal
basisof a discoursesuppat systemcannotbe confinedto agumen-
tationlogics; they needto be embeddd in formal dialogue systems
for dispute,for instance,in the dialoguesystemsof [21]. For two
examplesof work of thiskind see[3] and[12].

Accordingly, we have setup PROSUPPORT suchthateachinputin
the systemcanbe formally translatedcasa move in sucha dialogue
system(althoughwe have not yet fully carriedout this translation).
On the otherhand,we have also designedthe systemsuchthat the
userneedsnot be aware of this translation.The reasonis that we
expectthe intendeduserswill find a WEB-form interfacemore nat-
uralthananexplicit dialoguegamestyleinterface ,which still seems
somavhatartificial.

7 Discussim of alter nativesand remaining issues

As for amguments the expressienessof our systemlies mainly in
two aspectsit cankeeptrack of (often nestedsuppat relationsbe-
tweenstatementsandit canidentify themaindialecticalrelationsbe-
tweenargumentsHowever, ourlanguag for expressingargumentss
(deliberately)very simple.We now discusssomepossibleenhare-
ments.

As explained our systemallows to distinguishthreepartsof (el-
ementaryjargumentstheir premisestheir conclusia, andtheir in-
ferencerule. (Actually, the natureof the inferencerule is not made
explicit; insteadit is only named).We could, of course,have im-
posedmorestructure Oneschemehat comesto mind is Toulmin’s
well-known genericargumert scheme[17]. However, we fear that



this schememight be too rigid andtoo comple for practicaluse,
sinceit requiresthat for every agumenta uniform distinction be-
tweendata,warrantand backingis madeexplicit. Especiallywhen
combinedwith the practicalneedto make the schemeaecursve, this
often leadsto quite complex encoding of legal aguments,aswas
shavn by [9].

In our opinion, a more promising refinementis the inclusion of
a setof optiond specialisecargumentschemes(“Optional” means
that suchschemesould be offered asan advancedoption to expe-
riencedusersof the system.)Specialisecargumen schemesare an
importantresearchopic within agumentatiortheory(seee.g.[20]).
For presenpurposessomeusefulschemearetheuseof typesof ev-
idence(suchaswitnesstestimoniesexpertreports,anddocuments).
Suchspecialisecagumentschemesrelessrigid and abstractthan
Toulmin’s schemeMoreover, they comewith specificsetsof ‘criti-
cal questions’ which canfocusa discussionFinally, the logical in-
terpretatiorof algumentschemess ratherstraightforvard: they nat-
urally maponto Pollock’s well-known notionsof defeasibleeasons
anddefeatersNote that a negative answerto a critical questionat-
tachedto anargumentschemaewill in factbe a counteragument,of-
tenof theundercuttingype. For instance Waltonin [20] listsasone
of the critical questionsof agumentsfrom testimory, the question
whetherthe witnessis credible.Above in Figure5 we formulateda
negative answetto this questiorasanunderciiting counteragumen.

An importantrestrictionof our genericschemas that,asfor sup-
port relationshetweenpropositionsjt canonly captureand-treere-
lationsbetweerpropasitions.For certaintypesof reasoningsuchas
abductve-causalreasoningor probabilistic reasoningthis may not
besuitable.

Finally, we have chosemotto modelthe concep of proposition&
commitmentsin our system.Although this is a very importantthe-
oretical concept (cf. [21]), we think that violation of commitments
will in practicenot often be anissue,while modellingthemmakes
thesystenmorecomplex andthusdetractdrom thegoalof usability

8 Related resarch

In thelegalfield, sofar beentwo implementedarchitecturesor prac-
tical use have beendescribedyiz. Loui’'s Room 5 system[8] and
Verheij's ArguMed [18]. A relatedsystemoutsidethe legal field is
Belvedere[16], a systemfor teachingscientificargumentationFur-
thermore Lodder& Huygen([7] reporton the ongoingdevelopment
of their supprt tool e AD R for simpleprocediresfor onlinedispute
resolution.

All four systemssuppat the userin drafting agumentsand
counteraguments (Room 5 also supportsthe searchof legal case
databaseand the incorpordion of retrieved casecitationsin argu-
ments). ArguMed is the only systemthat, besidesrehuttals, also
supportsunderciters; none of the systemssuppats priority argu-
ments.Unlike PROSUPPORT, thesesystemslo not supportthe enter
ing of otherrelevant speechacts.Room5 and ArguMed are, like
PROSUPPORT basedon logics for defeasibleargumentation,and
have an implemented‘current outcone function’ basedon sucha
logic. Belvedereande ADR are not basedon formal foundatiors.
As for the appearace of the input forms, ArguMed and Belvedere
are graph-lased,while Room5 usesencapsulatedext framesand
eADR usesa format similar to threadeddiscussionboards, where
replying messagesanbe eithersuppating or attackingreplies(the
authorsdo not specifywhethemultiple suppating repliesaremeant
to be cumulatve or alternatve grounds. Neither of theseprojects
addressethe issueof the generatiorof discussioroverviews in for-
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matsdifferentfrom theirencodingschemeskinally, Belvederes the
only of thesefour systemghathasbeensubjectedo systematidield
studies.

Summarisingwe think that,comparedo thesesystemspur main
contributionsarea separatiorof the layoutsof theinput and output
interfaces an alternatve, web-bravserbasednterfacefor input en-
codingschemesandthe modellingnot only of argumentsandtheir
dialecticalrelations but alsoof algumentatie andprocedual speech
acts.The latter featureespeciallyallows for an adequatenodelling
of reasoniig underburdenof proof, which in legal applicationsis
very important.It remainsto be seenwhetherthis extra expressie-
nessnakestheresultingextracompuationalpower outweighthein-
creaseccompleity of use.

9 Conclusion

In this paperwe have investigatedto which extent a theoretically
well-founded accownt of amgumenative discoursecan be imple-
mentedas an argumentatre discoursesupportsystem.We have es-
pecially focusedon the encodingschemeswith which the usercan
enterhis or her analysisof a dispute.The main questionwas how
suchencodingschemesan, on the one hand, be naturaland easy
to useand,on the otherhand,suppat useful compuational power
of the system.With respecto the latter, we have especiallykeptin
mind afeaturethatcomputeshe ‘currentoutcome’of adispute.

We have amued that, if the expressieness of the encodng
schemess suficiently restricted,a naturaland usefulimplementa-
tion is possiblewith a world-wide popularsoftware tool, viz. web
browsers,linked to a databaseWe have also arguedthat, with re-
spectto expressingarguments a suitablerestrictionis to encodeno
more than supportrelationsbetweenstatementswithin argumeris,
anddialecticalrelationsbetweenargumentsMoreover, we have ar
guedthatourencodng schemeganbegivenaformal basisin terms
of logics for defeasibleargumentatiorand formal dialoguesystems
for critical discussion.

Of course,our findings are still preliminary For one thing, we
have so far testedour designson the casefiles of only one case.
More importantly so far we have not obtainedarny substantialiser
experiencewhichyetis essentiafor testingusabilityandusefulness.
Neverthelesswe think the resultsso far are promising enoughto
furtherdevelop our appro@h andconduct realisticfield tests.
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Cuesfor Reconstiucting Symptomatic Ar gumentation

Francisca SnoeckHenkemang

1 Argumentative indicators

Every argumentcan be characterizedy an argumentationscheme
which definesthe justificatory relation betweenthe argumentand
the standpint to which the agumentationrelates.In the pragma-
dialecticalapproacha distinctionis madebetweenthreemain cat-
egoriesof agumentatiorschems: algumentatiorbasedon a causal
relation,algumenationbasedon arelationof analogyandargumen-
tation basedon a symptomaticrelation [2]. A similar division of
typesof schemeganbefoundin theclassicarhetoricalliterature,in
thetraditionalAmericandebateextbooksandin thework of modern
rhetoricianssuchasWeaver [7].

In a researchproject on amgumenative indicators Frans van
Eemeren,PeterHoutlosserand | are carrying out, we investigate
which cluesin the verbalpresentatiortanbe usedto reconstructhe
relationshipon which an agumentationis basedand to determine
whattype of argumert is used.The projectis embed&d in the the-
oreticalframework of the pragma-dialecticahpproachto argumen-
tation. Its aimis to make a systematidnventoryof the verbalmeans
usedin the Dutchlangua@ to expressan argumentatre function of
languageuse,to classifythesemeansn termsof theideal modelof
a critical discussiorandto identify the conditionsunderwhich they
canfulfil aspecificagumentatre function.

In our project we pay attentionto all elementsthat are crucial
to the evaluation of the agumentand needto be representedn an
analytic overviev of an argumentatie text or discussion suchas
the type of dispute,the algumentationstructureand the agumen-
tationschems. For eachdiscussiorstagewe establishvhich words
andexpressims canfunction asindicatorsof the relevant movesin
thatparticularstageandasindicatorsof the relationsbetweenthese
moves. Eachtype of agumentationhasits own assessmentrite-
ria; for eachtype of justificatoryrelationdifferentcritical questions
arerelevant. Someonavho makesuseof a particularargumentation
schemetherebytakesthefirst stepin a dialecticaltestingprocedure
that requiresthe arguer to deal with specificforms of criticism in
orderto defendthe standpointsuccessfullyseevan Eemeren;The
importanceof beingundeastood’). In anticipationof possiblecriti-
cism,theprotagorist of astandpointanfollow up his agumentwith
further algumentsdealingwith relevant objections.In a fully exter
nalizeddiscussionthe reactionsof the opponat will relateto the
evaluationissueghatarerelevantto the agumentatiorschemecon-
cernedlt is thereforenot only in the presentatiorof the agumenta-
tion itself, but alsoin the critical reactionsof the oppment,andin
thespealer'sfollow-up to his agumentthatcluescanbefoundasto
thetype of relationbetweeragumentandstandpoint.

In this paper | shallillustrate our approachto argumentatie in-
dicatorsby discussingvarious types of indicatorsof symptomaic
argumentationl shallmake adistinctionbetweertl) cluesin thepre-
sentationof the algumentatre relation, 2) cluesin the critical reac-
tions of the oppaent,and3) cluesin the spealkr’s follow-up to his
amgument.| shall first explain why the expressios concermed can
be seenasindicators.Thenl shall specifyto which elementsf the
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symptomati@rgumentatiorschemeheexpressimsconcernedefer

2 The symptomatc relationship

In agumentatiorthatis basedon a symptomatiaelation,aproperty
classmemberslp, distinctive characteristicpr essencef a partic-
ular thing, person,or situationis mentionedwhich implies thatthis
thing, personor situationalsohasthe characteristigropertythatis
ascribedo it in the standpoin The following exampleis aninstan-
tiation of the symptomaic argumentatiorscheme:

(1) Bill isveryegocentric
becauseBill is anonly child
andEgocerrismis characteristiof peoge who areanonly child

In this example,the fact that Bill belongsto the classof people
who areanonly child is usedasa basisfor concluling thathe also
hasthe characteristiof being egoceriric. Sucha symptomaticre-
lation canalsobe usedin the opposte direction. The fact that Bill
is egocentricis thenusedasan argumentfor the conclusionthat he
mustbeanonly child:

(2) Bill mustbeanonly child
becauseHe is very egocentric
andEgocerrismis characteristiof peoge who areanonly child

Accordingto their definition of symptomaticargumenation, van
Eemererand Grootenarst considerthis variantasthe prototypical
form of symptomaticargumentation

Theargumentatioris presentedsif it is anexpressiona phe-
nomenon a sign or someotherkind of symptomof what is
statedn the standpoin{2, : 97].

By this definition, the algumentthat is advanced canbe seenas
anindicationor a signthatsomethings the case pr thata particular
qualificationis justified. For Perelman5], the distinction between
the sign (or the manifestationof a particularphenanenon)and the
phenomeon itself is a hierarchicaldistinction. In relationsof co-
existenceg(Perelmars termfor symptomatiaelations) the elements
thatareconrectedarealwayson anunequal level:

Liaisonsof coexistenceestablisha tie betweerrealitieson un-
equallevels;oneis shavn to betheexpressioror manifestation
of theother[5, : 89-90].

A prototypcal examplegiven by Perelmarof the relationof co-
existenceis the relationbetweena personand his actions,opinions
orworks. Thereis acontinualinteractionbetweerthepersonandhis
actions.Therelationshipcanthereforebe usedin two ways:theim-
ageonehasof the personmales it possibleto arrive at conclusins
concerninghis acts(or othermanifestation®f the person)andvice
versa[5, : 90].

The generalargumentationschemefor the symptomaticrelation
is, in the pragma-dialecticaheory asfollows:



Y istrueof X,
because: Zistrueof X
and: Z is typical (characteristic/symptomaticf Y.

Accordingto van EemererandGrootendast [2, : 101]thefollow-
ing critical questionsareto be askedabouta symptanaticargument:

e |sZindeedtypical of Y?
e |s Z notalsotypical of somethingelse(Y’)?

3 Cluesin the presentaton

3.1 Expressionsreferring to a symptomatic
relation

In characterizationsf the symptoméic relationshipthe notions
‘characteristic’and’sign’ play a crucialrole. | shalltake thesetwo
notionsthereforeasthe startingpointin my searchfor examplesof
expressionghat are indicative of the symptomaticrelation.| make
a distinction between(1) expressios that can indicaterelationsin
two directionsthecharacteristicanbe mentioneckitherin theargu-
mentor in the standpdnt, and(2) expressios thatcanonly indicate
relationsin onedirectionandthe characteristior sign canonly be
mentionedn theargument.

In orderto determinewhich type of expressionsansene asin-
dicatorsof the symptomatiaelation,| startby looking at the defini-
tions of thesetwo key notionsthatare given in the Oxford English
Dictionary [6]. Thefollowing usesare,amongothers,mentionedof
thewords’characteristic'and’sign’:

Characteristic

e adistinctive mark,trait, or feature;adistinguishirg or essential
peculiarityor quality

e (adj.) that seemgo indicatethe essentialquality or natureof
personor things;displayingcharacterdistinctive; typical

Sign
e a mark or device having somespecialmeaningor import at-

tachedto it, or servingto distinguishthe thing on which it is
put

e atokenorindication(visible or otherwise)of somefact,quality
etc.

e anobjective evidenceor indicationof disease
e atraceor indicationof something

o ameresemblancef something

e anindicationof somecomingevent

Accordingto thesedefinitions,thenotion’characteristic'canboth
referto thecharacteristipropertieof apersonor thing andto asign
of somethingbeingthecaseor somethingor someom beingof apar
ticulartype.’Sign’ is usedasa synaym of 'proof’ or'evidence’ for
the existenceor the natureof somethingor someoneAn important
aspecbf themeaningof a characteristi@swell asa signis thatthey
malke somethingperceptible or atany rateknowable.

By alsotaking into accountthe synoryms of the termsthat are
usedin thesedefinitions,a non-exhaustive list can be madeof ex-
pressionsthat may be indicative of the symptomaticrelatiorf. In

2 In van Eemererand Grootendorst[2, : 98-99] a list of more or lessstan-
dardized expressons for indicaing a particular agumenation schemeis
provided in which mary of the expressons| dealwith arementionel.
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theseexpressionst is more or lessexplicitly statedthat the rela-
tion is symptomatic Most of theseexpressios (with the exception
of the last four expressionaunderb.) will generallybe found in the
major premissof theargument sincethisis the premissin which the
relationshipbetweerstandpoinindargumer becomesppareh

a. Indications of symptomatic relationsin two dir ections

X is characteristiof Y
Xistypicalof Y

X is illustrative of Y

X marksY

b. Indications of symptomaticrelationsin onedir ection

Xisasignof Y

X is evidenceof Y

X shavsY

X impliesY

X meansY

X provesthatY

X indicatesY

X testifiesto Y

X is atokenof Y

X tells ussomethingaboutY

X, (so)apparentlyy

X, (so)obviously Y

X, (so)it is clearthatY
X, (so)it turnsoutthatY

In the examples(3) to (6), variousindicatorsof symptomaticar-

gumentatiorareused:

(3) Thewomanhadrequestedherfamily to let thecatsbe putto sleep

andto bury themwith her in the positionin which they would
normally sleepin herbedat night: oneatthe headof the bed,one
on herbelly andoneatthefoot of thebed.This developmenttells
ussomethingaboutour society thatappasently seesananimalas
the substituteof a fellow creaturg(de Volkskant, May 10, 1996).

(4) Thetruthis, sex andviolencehave never beenbadbusinesdor ad-

vertisers provenby thefact that oneof theworld’s bigges spon-
sors,Procter& Gamble,hasfor yearsprodiced daytimesoaps-
including CBS’ "The Guiding Light” and”As the World Turns”
- that contain as much sexuality ounce for ounceas ary other
programmingon television. (Los Angeles Times Septemberl9,
2000).

Only afew thousandturiousfansstoppedy the ArrowheadPond
to checkout PierreGauthiers summeremodelingob. Whatthey
witnessedMonday was hardly worth the trip. Onelacklusterof-
fensie shaving would beforgivableastypical of earlyexhibition
games.Two wouldn’t be arything to fret about. But threein a
row meansa disturbingtrend hasdeveloped which is wherethe
Ducks standtoday after a 2-0 loss to the PhoenixCayotesleft
themwinlessin threeexhibitions. (Los AngelesTimes September
19,2000).

~

(6) Cadanshasnever donearything to rehabilitateme or suppat me,

never have | receved a bendit or sickpay nor have | ever been
medicallyexamined.t’' s clearthatthereis somethingnrongwith

the organizationof this institution for social security (de Volk-

skrant, CD-Rom1998).

A differencebetweenthe indicatorsof symptomaticrelationsin

onedirectionandthosein two directionsis thattheformer, unlike the



latter, alwaysestablistanamgumenative connestion betweerthetwo
connetedelementsthey alsoindicatethatthefirstelemen(X) is ev-
idencefor or proof of the other(Y). Theindicatorsof symptomé&c
relationsin two directions,on the other hand,can also be usedto
argue for the opposite,i.e. thatY is evidencefor X, asin example
(). They may alsobe usednon-agumentatvely, for instancewhen
giving a descriptionof somethingor someom. Within the group of
expressionsndicative of the symptomaticrelationshipin onedirec-
tion, the expressionsX, apparetly Y, 'X, obviously Y, "X, it is
clearthatY, and’X, it turnsoutthatY’ form a separategroup,be-
causethey canbe combinedwith 'so’, while this is notthe casewith
the otherexpressions:Apparently’, ‘obviously etc.canonly occur
in the standpoinf theargument,notin the majorpremiss.

3.2 Expressionsreferring to aspecs of the
symptomatic relation

Thereare also expressionghat do not expressthe whole relation-
ship betweenargumentand standpoim but that canbe indicative of
specificaspectof the symptanaticrelation.In particular thereare
a numkber of expressionghat refer to aspectsconnectedwith what

Perelmarcallsarelationbetweerthe personandhis manifestations.

Theexpressimsmentionedelaw, for exampe, areanindicationthat
aparticularquality or traitis inherentin aparticularpersonanimalor
thing, thatit is an essentiatharacteristicpr thatsomeoneor some-
thing constantlyhasa certainquality or repeatedlyshavs a particular
kind of behaior.

Only if theseexpressionoccurin the major premiseof the argu-
mentthey area directindicationof the symptonatic relation.In that
casethey provide justasstrongevidence asthe expressionslready
mentionedwhich make the symptomatiaelationexplicit. All theex-
pressionsndicative of certainaspect®f a symptomatiaelationcan
not only occurin the major premise but alsoin the minor premise
andin thestandpoin. If they occurin theminor premiseor the stand-
point, they offer anindirectcluethattherelationin questionmaybe
symptomatic.Thenthe useof theseexpressios shavs at leastthat
the presencef certaininherentor permanenqualitiesplaysanim-
portantrolein theargumentsothatthereis reasorto believe thatwe
couldbedealingwith a symptomaticargument.

Expressiongndicative of aspectsof a symptomaticrelation
is by nature

isin hisblood

is aseasond/perienced

is atrue,real,regular, veritable first-rate

is essentiallybasically atbottom,at heart,fundamentally
is simply/just

is by definition

is knownas/reputedo be

is by tradition

will (always)be
remains
always/allhis (or her)life

In example(7) to (9) suchexpressims areused.To shaw clearly
which statementontainstheindicator, | give areconstructiorof the
argumentatiorin theseexamples.

(7) [It hasturnedout that a Scottishbishophasa sonandis living
togethemwith a divorcedwoman]

(®)

9)
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Fortunatelytherewasin KendalalsoMrs. Mitchell, the neighlor
of thesinful Scottishbishop.Shetold the paperthatshecouldeas-
ily understad all this.”"Men will bemen” (de\olkskrant, Septem-
ber23,1996).

Reconstructiorexample? (indicatorof relationin major premise)
It is understadable that the bishop has violated the rules of
celibay (becausdeis aman)

andmenwill bemen[= it is characteristiof menthatthey find it
difficult to remaincelibate]

"Do you really believe that businessmerin the Westsetlight to
eachothersshops?”| asled.”It hasto beso; hesaid.”"Because
actually Russiansaregoodby nature”(de Volkskant, August29,
1996).

Reconstructiorexample8 (indicatorof relationin minor premise)
It cant be Russiansvho setlight to theshops
becausdRussian@regoodby nature

(andit is characteristiof peoplewho aregoodby naturethatthey
do not setlight to shops)

Brinkmanhasbecomearealltalian. Shelivesfrom onedayto the
next, carpediem (de Volkskiant, Septembe3, 1999.
Reconstructioexample9 (indicatorof relationin standpoint)
Brinkmanhasbecomeareal Italian

sinceshelivesfrom onedayto the next

(andliving from onedayto the next is characteristiof Italians)

3.3 Cluesfor the symptomatic relation in the
sentencestructure

Apartfrom the expressionshatcanbeindicative of the symptomatic
relation or aspectsof it, thereis a sentencestructurethat is pre-
eminentlysuitablefor constitutingthe standpointor minor premise
of a symptonatic argument.Someof the expressionghat point to
aspectof the symptonatic relationcanbe combinedwith this sen-
tencestructure.The structurein questionis the 'subject- copua -
complement’sentencestructure,in which the complemat consists
of anadjectve or a noun.Examplesof this structurearethe follow-

ing:

Xis(@Y
X seemdtobe)(a) Y
X appeastobe(a) Y

This sentencestructurehasa numberof propertieswhich seento
male it suitablefor presentinghe standpint or the minor premise
of a symptoméic argument.Accordingto Greenbaunj4], predica-
tives typically characterizehe subject,and the verb 'to be; when
usedin sucha constructionis a statve verb, thatis, a verb usedin
referringto a stateof affairs (1996 73-74). Sincesymptomaticar-
gumentationis generallyspeakingaboutqualitiesand featuresand
not abouteventsor processesit is plausibleto assumethat when
an argumentor standpointhasthe sentencestructuresubject- cop-
ula - complementthis is alreadyan indicationthat the amgumenta-
tion might be basedon a symptomatiaelation. The similarity of the
propertiesof this sentencestructureto thatof the symptomaic rela-
tion becomesven moreappareniwhenvariantsof the symptomatic
argumentationrschemearetaken into accour. In his comparisorof
variousapproacksto agumentatiorschemesGarsseri3] considers
thefollowing typesof agumentthatarementionedn the literature
asvariantsof whatpragma-dialecticiansall the symptomaticargu-
mentationscheme:

e Argumentatiorbasedon a classification



genus-spciesamgumentation
argumentatiorbasedon evaluationcriteria
amgumentatiorbasedon a definition

identity relations[3, : 77,120, translationFSH]

Whenwe comparethesevariantswith the functions the Collins
Cohuild EnglishGrammar[1] lists of the sentencestructuresubject
- copula- complemen thereappeargo be a closeparallelbetween
the purposedor which this sentencestructureis usedandthe types
of relationthatareconsiceredto be symptomatic:

to saywhattype of personor thing someom or somethings

to describeor identify the subject

to indicatewhatqualitiessomeoner somethinghas

to indicateexactly who or what someoneor somethingis ('indi-
catingidentity’) [1, : 173-175]

The copulas'to seem’and’to appear’ canfulfil similar functions
as’'to be’ whenthey are combinedwith a complemen but lend a
specificmodal shadeto the sentence!to seem’and’to appear’are
bothusedwhenthe speakr is makinga statemenof which heis not
completelycertainor thathe knows from hearsay

4 Cluesin the way the argumentation is critic ized
and the arguer dealswith criti cism

Sincethereactionsof the oppaentmay be expectedto relateto the
evaluationissueghatarerelevantto the agumentatiorschemecon-
cerned;t is notonly in the presentatiorof the agumentationtself,

but alsoin thecritical reactionsof the opporent,andin thespealer’'s
follow-up to his agument,in which he comesup with further sup-
porting algumentsto dealwith anticipatedor real criticism against
his orginal agument,that cluescanbe found asto the type of rela-
tion betweerargumentandstandpint. Thewording of the criticism

may givenanindicationof thetype of critical questionthe oppament
is raising.And the arguers follow-up to his algumentmay provide

cluesasto the type of criticism the is anticipating.l shallillustrate
this by discussingsomeexampes.

In example(10), Mr. Moghraby suggess thatthe warmreception
heandhis fellow passenge recevedin Iraqgmightbe seenasa sign
thatthe hijack he wasinvolved in hadbeenplanned,or at the very
least, that treating the strandedpassengerso well suitedthe pur-
posesof the Iragi governnent. This agumentations subseqently
criticized in a letter to the editor: the letter writer claims that the
good treatmentthat was given to the passengrs cannotbe seenas
anindicationof ary ulterior motive (first critical question),sinceit
is characteristiof Iragisthatthey alwaystreatforeignerswell. One
shouldtherefore’not read somethinginto this situationthatis not
really there’

(10) Britons taken to Baghdadby hijackers aboad their Saudiplane

were astonishedo discover that their detourcoincided with the
start of "lIraqi Tourism Week”. [...] The 86 passenges, 40 of
them Britons, aboardthe Jeddah-Lodon flight hijacked on Sat-
urday were"treatedlik e royalty”, said OmerMoghraby|...] Mr.
Moghraby said:”l don't know if thewarmreceptiorwasaset-up,
but it did all seemcorvenient. It didn’t feel like the hijack was
planned but they were obviouslyvery happy to seeusandmade

Baghdadveretreatedik e royalty (report,Oct17). Iragishaveal-
waystreatedoreignerswhetherthey areBritish or not,asVIPs. It
isashamehatthe”world” is readingsomethingnto this situation
thatreallyisn't there (Daily Telegraph, Octoberl8,2000.

In example(11), Smoak-Bartoloreactsto the agumentthat the
fact that Latin Americanwomen spendmuch time in front of the
mirror provesthatthey arevain. Sheaccusepeoplewho think this
of not understading that the behaior of Latin Americanwomen
is in facta sign of somethingelse (secondcritical question):it is a
way of honoringtheir tradition- or in Smoak-Bartolas words:it is a
reflectionof our grandmotlers,our homelam andour pride:

(11) Why isit thatLatinascatchsomuchflack over thetime we spend

in front of the mirror? "It canseemlike vanity, but | think those
whothink thataboutusdonotunderstandt’ s partof our heritag€’,
saysSmoak-BartoloIt' s deeplyrooted.It’s a reflectionof our
grandmothes, our homelam andour pride” (LosAngelesTimes
Octoberl0,2000

Theway in which a protagonisfollows up his agumentin anat-
temptto silencepossibleopponetsby shaving thata possiblecriti-
cismdoesnot apply canalsoprovide a furtherindicationof thetype
of relationonwhichtheargumentwasbasedIn example(12),Lamar
Alexanders leaving the presidentiaraceandWarrenBeatty's enter
ing it arepresentedsa signof new developmentsin the presidetial
race.To make it clearthatthesetwo actionsareindeeda signof new
developmants (first critical question)the arguersuppliesfurther ar
gumentationBeattys enteringthe presidentiafaceandAlexanders
leaving it shav thatthis raceis groving moreattractve for message
candidatesindlessattractve for corventiorel conteners.

(12) LamarAlexander- two-termgovernor of Tennessedprmer Edu-

cationsecretary hasleft thepresidentiatace And WarrenBeatty
- actor directorandbehind-the-senesDemocraticactiist - might
enterit. That’s a suresign somenew curvesareemepging on the
roadto the White House.[...] As Beattys flirtation suggests the
presidentialraceis growing more attractve for messagecandi-
dates,even asit becanes more dauntingfor corventioral con-
tenderdik e Alexander(Los AngelesTimes August23,1999.

5 Making useof indicators in reconstucting the
argumentative relation

To arrive atawell-foundedreconstructiorof symptomatiargumen-
tation, one cannotrestrictoneselfto merelypointing out thereis an
indicator of symptonatic agumentationln thefirst place,it hasto

be establishedhattheindicatoris really usedin anargument.A lot

of the indicatorsof symptomdic argumentationalso occurin non-
argumentatie discourse An example of this is the expression’is

characteristiof,” which canbe an indicatorof the symptomaic re-
lation’'in two directions’. The presene of an expressionsuchas’is

characteristiof’ is by itself not sufficient evidenceof an argumen-
tative relation, sinceindicatorsof symptomaticrelationsin two di-

rectionsdo not establishan agumentatre connectionbetweenthe
connectecelements.Thatis exactly why they can be usedin two

directionswhenthey are usedto connectthe minor premissof an
argumentto the standpointThe expressioriis characteristiof’ can
alsobeusedmerelydescriptiely, asin example(13):

full useof our being there” (The Daily Telegraph, October17, (13) [Fromabookreview]

2000).
Reaction(letter to the editor):
SIR - | caneasily believe that the hijacked passengrstaken to

This over-consciosnesspf usageput alsoof emotions gestures
andminimal changesn behavior is characteristicof thisnovel (de
\olkskrant, 22 January1999).



Even if atext is clearly agumentatie, the indicatorsthat have
beenmentionedhereare not always decisve. Someof the wealer
indicatorscanbe usedin morethanonetype of algument.Whether
they really arean indication of symptomaticargumentationor of a
differenttype of agument,maydependontheir positionin theargu-
ment,but in the analysisothercondtions may alsoneedto betaken
into account.

In this paper | have only discussedndicatorsof symptomaticar
gumentationIn our researchproject,we have alsolooked at clues
in the verbal presentatiorfor the two othertypesof agumentation
schemescausalargumentationand argumentationby analogy and
their subtypesFrom Garssers [3] empiricalresearchon therecog-
nition of agumentatiorschemedy ordinarylanguageusers,it has
emepedthatin particulardistinguishirg symptomati@rgumentation
from causalrgumentatiorprovesto bedifficult in practice By com-
paringthevariouscluesfor thedifferentargumentatiorschemeswe
argue that, especiallyin caseswherethereis room for doubt, it is
possibleto arrive at a morewell-foundedanalysisof the type of ar
gumentatioratissue,

Let meillustratesomeof the problemsof analysisby takingoneof
thelessstrongindicatorsof symptanatic algumentationit is clear
that’ asan example. A first condition for this expressionto be in-
dicative of symptomaic argumernationis thatit shouldoccu in the
standpoim, notin theargumentationlf ‘it is clearthat’ is partof the
reasonstheargumentatiormay alsobe basedon a causarelationor
arelationof analog. In example(14), for example,the agumenta-
tion is a pragmaticagumentbasedon a causalelation:

(14) 't is clear that our econany suffers from the lack of confidence
on the part of nationaland internationalinvestors,said Minister
of FinanceThanorg Bidaya.’It shoud thereforebethefirst prior-
ity of this governmentto restorethat confidence’(de Volkskant,
August6, 1997).

Aswe have seensomeexpression®nly functionasindicatorsof a
particularrelationif they occurin aspecificpartof theargumentation
scheme(the standmpint, the major premiseor the minor premise).
But the positionof theindicatingdevice is alsonot alwaysdecisve.
Evenif the expressia 'it is clearthat’ is part of the standpant, the
amgumentatiommay still be causalasin example(15):

(15) It is clear that the presentsystemof schoolswith differentde-
nominationsis going to founde. The numberof typesof schools
keepsgrowing. You canalreadyseeit now: next yearanevange-
ical schoolwill openits doors, andtheyearafterthatprobally an
Islamicschool(de Volkskiant, Octoberl, 1998.

In thisexamplethestandpant consistof aprediction('thepresem
systenmof schoolswith differentdenominationss goingto founder’),
which is by itself an indication that the agumeration might be
causal.The arguer suppats this prediction by pointing at presen
and future developnentsthat will leadto the failure of the presen
system A furtherindicationthatthe agumernationin this example
is causal,and not symptomatic,s the fact that both the standpoin
andthe argumentreferto processsor events,notto statesof affairs.
Thisis differentin example(16), where'it is clearthat’ functionsas
anindicatorof a symptomadic relation:

(16) It is clear that the boy’'s behaiior wasvery difficult indeed.One
neighba wasreportedassayingthathe hadthreatenedherwith a
knife whenshetried to stophim throwing stonesat dumpedcars.
(TheSundayTimes Septembe24, 2000
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In this example,the standpointqualifiesthe boy’s behaiour as
‘very difficult’, therebyreferring not so muchto a particularevent
but to a repeatedpatternof behaiour or disposition,in otherwords
to a static situationor stateof affairs ratherthan an event. Next, a
particularinstanceof theboy’s behavior is mentionedasevidenceof
thefactthathehasbeenbehaing badly So,’it is clearthat’ canonly
be anindicationof a symptoméc relationif the expressionoccurs
in the standmint andeitherthe standpoinior the agument(or both)
refersto a stateof affairs.

6 Conclusion

Startingfrom an analysisof the main characteristicof the symp-
tomatic relationship,| have discussedvarious types of clues for

symptomaticargumentationThesecluesareto be foundin the pre-

sentationof the reasonsandthe standpoint,n the critical reactions
andin the spealer’s follow-up to his algument.Eachof thesever

bal devices may provide a strongor a lessstrongindicationthatthe
argumentatiormay have to be reconstructeds symptomaticAs an
illustration of the useof thesepresentationacluesfor symptomatic
argumentation] have givenanumbe of examplestakenfrom vari-

ousjournals,in whichthesecluesarepresent.

Someof the indicatorsof the symptomaticrelation| discussed
have alreadybeenmentionedin earlier pragma-dialecticapublica-
tions. | have madean attemptto provide an explamation for the fact
thattheseexpressios canbe a clue for identifying symptomaticar-
gumentatiorandto specifythe conditionsthatneedto befulfilled in
orderfor theexpressios to fulfill theirindicative function.Theclues
that| have discussedangefrom expressionsy meansof which it
is statedexplicitly thatthe relationis symptomdc ('X is a sign of
Y’) to lessunamhbguousindicationsof the symptomatiaelationship
('apparently’) or expressioms associatedvith aspectf the symp-
tomatic relationshipbetweenthe personand its manifestationg’is
by nature’).Thelist of expressions have discusseds, of course by
no meansexhaustve.

As | hopeto have madecleat for a well-foundedreconstruction,
apartfrom theindicatingdevice, anumberof factorsneedto becon-
sidered amongwhich the main characteristicef the algumentation
schemeatissueandthoseof the alternatve schemesthe partof the
argumentatiorschemen whichthepotentialindicatoroccursandthe
type of propositionghatconstitutethe premissesndthe standpoin.
It is only by looking atthe combirationof thesefactorsthattheanal-
ysisof therelationshipbetweerargumentatiorandstandpointanbe
justified.
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Counterexamplesand Degrees of Support

Claude Gratton!

Abstract. My goalis to presentrecentwork in the logic of coun-
terexamplesthatcould be of valueto expertsworking to createcom-
putermodelsof agumentsn naturallanguag.

A very crucial skill in the evaluationof an argumentin naturallan-
guage(which | will alsoreferto asa“naturalargumen”) is the con-
structionof counter@amplego assesshe supportof its premisedor

its conclusion So,if acomputationamodelof naturalagumentne-
glectedthe constructionand evaluaion of counter@gamges, thenit

would be very seriouslydeficient.To my knowledge therehave not
beenary publications besidesmy own single publication(see[3]),

onthelogic of countergamplesin naturallanguag. Of coursesome
argumentatiorandcritical thinking textbooksmentioncountergam-
ples,but they offer superficialsuggetions. Argumentatiorcanbean
odd disciplinebecauseét sometimediscoserswhat needsto be in-

vestigatedafter critical thinking textbooks have beenpublished This
paperrepresentmy attempto furtherexplorethelogic of counter-

amplesn naturallanguagel will first contrastwo differentkinds of

countergamples,andthenuseoneof themto assesshe degreesof

supportof premisedor their conclusia. Sincel know nothingabou

computatiorl modelsor artificial intelligence andmostof themem-
bersof my audierce work in at leastone of theseareas, will not
be ableto presentmy ideasin a way thatis familiar to you. How-

ever, | will attemptto presentmy work as clearly as possibleand
make occasioml referenceén the papemwherel suspecthatparticu-
lar challengeswould arisefor thosewho would ventureto construt

computemodelsof courterexamples.

It is very easyto assesghe validity of mary everyday amu-
ments:we simply constructa countergampleby imagining a situ-
ationwhereall the premisesaretrue andthe conclusionfalse.How-
ever, the standarduse of this techniqueis inadequate againstargu-
mentsthatarenotintendedo bevalid. Mosteveryday agumentsare
notintendedto provide condusive support.In otherwords,for most
everydayargumens, if all theirpremisesveretrue,theircondusions
would beintendedo beprobablytrue,but notnecessarilyrue.Given
thegenerakaseof inventingcountergamplesagainsthe validity of
anargumen, | will explorethelogic of suchcourterexamplesin or-
derto find away of usingthemto assesslegreesof suppat thatare
lessthanconclusve.

Sincethereare two basickinds of countereamplesagainstthe
validity of agumentsandmy investigatiorwill applyto only oneof
them, | will first clarify the distinction betweenthem. An accurate
computatiorl model of naturalagumentwould needto take these
distinctionsinto accountThe countergampleswhoselogic | will be
examiningarevery differentfrom counter@amplesby analogy No
textbook authordescribesn ary detail how they differ, but only a
few do presenthemasbeingdifferent(see[1, 2, 4, 5]). We cansee
their differencesby comparingand contrastingthemwhenthey are
adwanced againsthe sameinvalid argumern. Let thatargumentbe:

1 Departnentof Philosghy, University of Nevada, LasVegas

© 2002C. Gratton

Workshopon Computaional Modek of Natural Argument
Editedby GiuseppeCarenini, FlorianaGrasscandChris Reed
ECAI 2002.15th EuropeanConfeence on Artificial Intelligence

(A) (1) Derridawill passthe logic course
only if heregistersfor thecourse.
(2) He hasregisteredfor thecourse.

So, (3)Derridawill passthelogic course.

This agumenthastheform, (1) Ponly if Q. (2) Q. So,(3) P. The
factthatthisis anexampleof theformalfallagy of affirming aconse-
guent,andthatwe would typically quickly rejecttheargumentwith-
outusingary kind of courterexample,is irrelevant.| amjustusingit
asan exampleagainstwhich both kinds of countereamplescanbe
adwanceal. Oncewe have identifiedthelogical form of anargument,
a countergample by analogyagainstthat amumentmust have the
sameform, but have true premisesanda falseconclusion. The more
ohviously true the premisesand obviously falsethe conclusia, the
more effective is the countergample by analogyin shawving thein-
validity of a particularform. | suspetthatthis would bea challenge
for computemmodelsof naturalargumentsbecausevhatis obviously
trueandobviously falsewill vary accordiry to the knowledge intel-
ligence,andexperien@ of one’s audienceln this particularcasewe
canadwancethefollowing counter@anmple by analogyagainstargu-
ment(A):

CEZ? againstargument(A):
(1) Theres afire in thisroomonly if theres oxy-
genin thisroom.
(2) Theresoxygenin thisroom.
So, (3)theresfirein thisroom.

Let usnow contrastit to the next countergample:

CE2againstargument(A)

It is possiblethat:

(1) Derridawill pasgthelogic courseonly if heregistersfor the
course AND

(2) He hasregisteredfor the course AND

Whatif Derridadoesnotdo adequatestudying.AND
Not-(3):1t is notthecasethatDerridawill passhelogic course.

Differences

Both countergamplessuccessfullyshav that agument(A) is in-

valid, in otherwords,they both shaw thatits premisesarenot suffi-

cientfor its conclusionHowever, therearesomelogically significant
differencesdetweerthent

1. A countergample by analogyis an argumen analogousn form
to the agumentagainstwhich it is advanced.But a courterexam-
ple suchasCE2is notanamgumentandsosuchacountergample

2 | will be using specialnotaion to distinguish argumens and their coun-
terexamples:*CE1 againstargument(A)” simply means‘counterexample
numberl againstagument(A)”, and“CE2 aganstargument(A)” means
“counterexample number2 aganstargument(A)”.

3 Thefollowing seven points werepresentd at the Eleventh NCA/AFA Con-
feren@ on Argumenation in August1999,and publishedin the refereel
proceelingsof thatconference(see[3]).



cannothave the form of the agumentagainstwhich they aread-
vanced A countergample by analogyis not a mereconjurction
of propasitions.However, the kind of countereampleillustrated
by CE2is a merepossibleconjunctionof propostions. Accord-
ingly, | propcsethatwe nameit a “counterexampleby possible
conjunction”. | invite aryoneto propcseabetterdescriptie label
that will clearly differentiatethis kind of countergample from
countergamplesby analogy

. In a counterexample by possible conjunction each premise of

an argumentis grantedand unchanged (all the given reasonsas

statedare assumedo be true), and the aguments conclusion
is negated.Thesetwo characteristicare necessanpecause the

goal of a counter&ampe by possibleconjundion is to shav

that all the given premisesare not jointly sufficient for the truth

of their conclusion.In contrastto thesetwo characteristics,
countergamples by analogy as illustrated by CE1, alter some
of the contentof the premisesand conclusia, and they do not

negatethe conclusian.

. In countereamplesby possibleconjurctionall thegivenpremises
of anargumentandthe negationof its conclusionareconjoined to
a finite numberof other statementse.g. "What if Derridadoes
notdo adequatetudying”in CE2.Thesestatementgplay thevery
importantrole of makingus undestand howit is possiblefor all
the givenpremisego betrue andthe conclusiorfalse

Why is this understandig soimportant?Thougha countergam-
ple by possibleconjunctionis notin itself an agument,it is evi-
denceadvancal to shav to someor who haspresentedn agu-
mentthat his/herpremisesarenot sufiicient. If a counter@ample
is notundestoodby thepersompresentingheargumentthens/he
will notbe corvincedthatthe premisesarenot sufiicient, in other
words,s/hewill notbecorvincedthathis/herargumentis invalid.
Thus, undestandingthe countergample, which involves under
standinghow it is possiblefor the aguments premisego betrue
andits conclusionfalse,is a necessaryondtion to shav to an
amguer that his/heramgumentis invalid. This is analogusto the
constructionof ary agument:if the algumentis not understod
by its intendedaudiencethentheit will not be corvincing, even
if it isimpeccally logical andhasnecessaly true premisesThis
aspecbf the constructiorof a courterexampleis very context de-
pendett: it will be effective generallyonly whenit is sensitve to
the level of knowledge, intelligence,andimaginationof the per
sonto whom the countergampleis presentedAnd thesethree
factorsaffect ones level of understanthg. It appearghat com-
putermodelsof naturalargumentsencounter againthe challenge
of context and audiencedepen@nce,but now thereis the addi-
tional challeng of adequately representinghe nehulous concep
of understanihg in computemodels.

Giventhis crucialrole of the statementgonjoinedto the granted
premisesand negated conclusionto form a countergample by
possibleconjunction | needa cornveniert way to distinguishthem
from the premisesandnegatedconclusion | will thussometimes
labelthemby meansf theletter”X”. SinceCE2would typically
be succinctlypresentedis“Whatif Derridadoesnot do adequate
studying”, andthis commonway of communicatingthis kind of
countergample focusesexclusivelyon the statementshat make
us understanchow it is possiblefor all the given premisesto be
trueandthe conclusionfalse,l propcseto namethemthe “what-
if-statements” of the counter@amge. Again, | invite aryoneto
proposea betterlabel. In contrastto thesecourterexamples,no
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. The

new statements addedto a courterexampleby analogy

conjunction  constituting the  courterexample,
Pi&P; .. &P &X1&X,5...&X, & C, is just presented
asa logical possibility However, asillustratedby CE1, a coun-

terexample by analogy can have actually true premisesand an

actually false conclusio. I am wondering whetherthe notion

of possibility can be easily representedn computermodds of

naturalargumentslf not,thereis anotherchallengehere.

. Countereamgde CE2 has the specific form, it is possi-

ble that P&X&™ C. The general form of a countera-
ample by possible conjunction is, it is possible that
Pi&Ps ... &P &X1&Xy. . . &X,,&  C. Of course these
conjunctscould bein ary order but | presentthemin this order
becauset is clearer and becausehis order closely parallelsthe
generaktructureof theagumentagainstwhichit is advanaed.

In contrast,countergamges by analogydo not have a common
generallogical form. For asillustrated by CE1, the form of a
countergample by analogy must correspondprecisely to the
form of the specificagumen againstwhich it is adwanced, and
of coursethereis no specificform commonto all algumentsFor
example,notall agumentscorrespad in form to agument(A).

. Countergampes by possible conjunction help us to identify

implicit assumptionsf anargument For exampleCE2shawvsthat
amgument(A) restson the assumptiorthat Derrida doesor will
do sufficient amour of studying.In otherwords, agument(A)
assumeshe contradictory of the what-if-statemenin countera-
ampleCEZ2. 1t mustassumat in orderto block counter@amples
thatusethatspecificwhat-if-statementSuchcounter@amplesare
blocked becauseéhey mustgrantall the premisesf theamgument
againstwhich they areadvanced;andif areconstructeéigument
containsthe negation of a what-if-statementas a premise,no
countergample can use that what-if-statement,and so such
countergamples are automaticallyeliminated.Counter@amples
by analog, on the other hand, do not identify ary implicit
assumptionslt seemghatif a computermodelcould effectively
constructcountergamplesby possibleconjundions, it would be
very easyto identify this kind of implicit assumgion: it's simply
the nggationof thewhat-if statement.

. The consegencesof thesetwo types of counter@ampes are

different. A successfucountereamgde by possibleconjurction
shaws that the specificpremises P, &P . .. &P,, are not suf-

ficient for the truth of a specific conclusionC: these specific
premisesdo not guaranteehe truth of that specific conclusion.
However, a successflicounter@ampleby analogyshaws thatthe
specificform it expressess invalid, and conseqgently, it proves
thatanyargumenthavingits form (andno otherform thatis valid)*

is invalid. So,no premiseof ary algumenthaving this form (and
no otherform thatis valid) are sufficient for the truth of conclu-
sionC.

4| includethis parenhetical phrasen orderto take into accoun the factthat

anargumentcanhave morethanoneform, andis usuallyconsderedvalid
if it hasat least onevalid form. For example the algument "All philoso-
phersare human.All humansare mortal. So all philosophersare mortal”
hasat least two forms. If we consicer only the propositons, thereis the
invalid form, "P. Q. So, R". But if we consider the quantfiers within the
propositons,there is thevalid form "All A areB. All B areC. Soall A are
C! Thisargumentis valid eventhoughit alsohasaninvalid form.



Fromtheprecedinglifferencest followsthatcountergamplesby
possibleconjundion andby analogyaretwo very differentkinds of
countergamples.

Consistencyin Counterexamplesby Possble
Conjunction

I will next shav that the meke consistencyamong the granted
premise(s)thewhat-if-statement(sandthe negatedconclusionin a
countergample by possibleconjunctionis not enoughfor the coun-
terexampleto shaw usthatthosepremisesarenot sufiicient for their
conclusion Considerthe following counter@ample againstargu-
ment(B):

(B) (1) Windsareblowing arain stormin our direction.
So,(C) it's goingto rain heretomorrow.

CE3againstargumert (B)

It is possiblethat:

(1) Windsareblowing arainstormin our direction.AND
What-if-statement’Sirius” is the nameof the closeststarto
our solarsystem AND

Not-(C): It is notthe casethatit’s goingto rain heretomorrow.

The countergample has the correct form, it is possible that
P&X&" C, and all the propositionsare consistentyet the coun-
terexamplefails to shav usthatthe premiseis not sufficient for the
conclusion

Contrastit to the next example:

CE4againstargumert (B)

It is possiblethat:

(1) Winds areblowing arainstormin our direction.AND
What-if-statement:Strong winds from anotherdirection are
goingto divertthe stormaway from us.AND

Not-(C) It is notthe casethatit’s goingto rain heretomorrow.

This countereampleis effective in proving to usthatthe premise
is notsufiicient for its condusion. Sincetheonly differencebetween
countergamplesCE3andCE4is thatit is only in thelattercasethat
the what-if-statementnakes us understad how it possiblefor the
premiseto betrueandits conclusia false thenthatunderstadingis
anecessargonditionfor acountergampleto shov usthatpremises
arenot sufiicient for their conclusion A discussiorof the logic in-
volved in making us understad how it is possiblefor premisesto
be true andtheir conclusionfalseis beyond the scopeof this paper
andis not necessgy in orderto graspthe practicalrudimentsof this
kind of counter&ampe. This particularlogic will probaly have to
be well investigatedf computermodelsof countergampes areto
be effective.

Counterexamplesby possibleconjunction and
degrees of support

We have beenexaminingsomeof thelogic of thetypical useof coun-
terexamplesby possibleconjurction: to determinewhetheran argu-
mentis valid. Wheneer a counter@ampleis successfuljt proves
that an arguments premisesare not suficient for (do not guaran-
tee/necessitatés conclusion Theserioudimitation of this standard
useis thatthe premiseof mosteverydayamgumentsarenotintended

to be provide conclusve support, but ratheronly significantsuppat.
Wewill now exploreaway to usethesecountergamplesto estimate
the degreeof suppat thatis lessthanconclusve.
Elementaryprobalility theorysuggestsiway to begin examining
thelogic of thisadditiond role. | hope thatmy useof probability will
alsohelpyouin your compuer modelingof countergamples.

Q) PrC PorP)=1.
(2) PrC P)+Pr(P)=1.

We arelooking for a substitutionof ”~ P” and” P” thatwill allow
usto assesshedegreeof supportof ary agument,P &P ... &Py,
so C. Let the degree of supportbe expressedy the probability of
C given PL&Ps ... &P,: Pr(C | Pi&P;...&P,). Replaceboth
"P's”in (2)by, PL&P> ... &P, &  C:

(3) Pr(”" (Pi&Py ... &Po&" C))+Pr(Pi&P; ... &P.&" C) = 1.

SubtractPr(P1&Ps . .. &P,&" C) from both sidesof the equa-
tion:

@) Pr(" (Pi&Ps...&P,&  C) =1 — Pr(P,&P; ... &P,&" C).

Replace(P1 &P ... &P,&  C) in (4) by thelogically equivalent
expression(P1&Ps . .. &P, = (), which standdor therelationof
supportthatthe premisegring to the conclusion

(5) P’I“(Pl&PQ i &Pn = C) =1- P’I"(Pl&PQ .. &Pn&~ C)

Thestandardvay of expressinghe premises’suppat for thecon-
clusionis rather:

Ontheright sideof this equationPr (P &Ps . .. & P, & C) rep-
resentgthe probability of all the countergamplesby possiblecon-
junctionagainstheagumentP1 &P . . . &P,,, soC, whosesupport
is representedn theleft sideof the equation.

Formula(6) coincideswith ourintuitions.First,whenthereareno
countergamples,the formula deriveswhat we would expectwith a
deductvely valid agument,for when Pr(P &P; ... &P, & C) =
0,thenPr(C | P &P: ... &P,) = 1: if thepremisesveretrue, the
conclusionwould also be true. Secondly it entailsthat the greater
the probablity of all thosecounter@amplesthewealer the support
(i.e. the smallerthe probability of the conclusiongiven that all its
premisesaretrue), and the smallerthe probability of all the coun-
terexamples,the strongerthe supportfor the conclusia. Thereis
thusaninverserelationbetweerthe probablity of the courterexam-
plesandthestrengthof the suppat (the probability of the concluson
whenall its premisesaretrue). This inverserelationseemgo be an
aspeciof this extendeduseof countergamplesthat could be easily
implementedn a computemodelof naturalargumentsBut now we
move to greaterchallenges.

How do we estimate  the probability of
Pr(P&P; ... &P,& C)? Let us examine an everyday amu-
mentandvariouscounter@amplesagainstt.

C (1) Eachstudentbeginning my courseis suficiently intelli-
gentto passthecourse.
(2) So,eachstudentbaginningmy coursewill passit.

CE5againstargument(C)
It is possiblethat:
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P: Eachstudentbeginning my courseis sufficiently intelligent
to passthecourse AND

X: Whatif atleastonestudentwill besick too oftento do all
thenecessaryork to passAND

~C': It is not the casethat eachstudentbeginning my course
will passit.

Considerthe following condensedcountergamplesagainstargu-
ment(C). Assumethattheir what-if-statementsgpresentetly " X",
areconjoinedto P&~ C, andthatthe conjurction of all thesestate-
mentsforming eachcounteraamplefalls within the scopeof theop-
erator "it is possiblethat”, justasin CE5againstargument(C).

CE6(C)X: Whatif atleastonestudentswill notstudymaterial
thatmustbe studiedto passit.

CE7(C) X: What if at leastone studenthasfamily respon-
sibilities that very seriouslyinterfere with his/her academic
performance

CES8(C) X: At leastone studenthas persoral problemsthat
very seriouslyinterferewith his/heracademigerformance

CE9(C)X: Whatif theteachemill gradeunfairly.

CE10(C) X;: Whatif thereis a persondty conflict between
theteachelandatleastonestudentAND
X,: Whatif thatstudentdropsthecourse.

Regardlessof the actual probability of ary specific counterg-
ample by possible conjunction it is significantly smaller than
the Pr(CE5(C)or CE6(C) or CE7(C) or CE8(C) or CE9(C) or
CE10(C)).So, if we wereto usethe probalility of only one coun-
terexampleto estimatethe degreeof support, anddiscardthe proba-
bility of this disjunctionof counterganples,thenwe would signifi-
cantlyoverestimatehe degreeof suppat of the premise- evenif the
chosercountereampe hadthe highestprobaility. Eachcountere-
amplemustbe includedin our estimationof the degree of suppat
becauseeachone exposesother seriousweaknessef the suppat
thatwould be overlooked even by the most probablecounter@gam-
ple. Sincemosteverydayargumentsarevulnerableto morethanone
countergample with probabilities worth considering we musttake
into accour notjustthemostprobablecountere&ample but alsoother
probablecountergamples.

Hence formula(6) canberestatednorepreciselyas:

(7) Pr(C | Pi&Ps... &P,) =
1 — Pr(CElorCE20rCE3...orCEn).

(I will addressneof the challengeof estimatingsucha disjunc-
tion of probabliti eslater) However, this addedformulaic precision
doesnot necessarilygive us an accuratedegree of the suppat of
premisesfor we veryrarelyhave all the courterexamplesagainsthe
supportanargumentandconseqgently our estimationof the suppat
is veryrarelyfinalandcomplete Thisis achallengenotjustfor com-
putermodds of naturalargumentbut for anyonewho wantsarough
estimationof thedegreeof supyort.

Formula(7) canbe further simplified. In ary counter@ample by
possibleconjundion all the given premisesandthe negation of the
conclusionareassumedo betrue:

PT(P1&P2 . &Pn) = PT'(~ C) =1.

Sincethe probability of atypical countergampleis,

PT‘(Pl&Pz...&Pn&Xl&Xz...Xn&~ C) =
Pr(P&Ps... &P,z Pr(X1&X, ... X))z Pr(" C),

then

Pr(Pl&PQ...&Pn&Xl&XQ Xn&~ C) =
PT'(Xl&Xz - Xn)

Hence,whentalking aboutthe probaility of a countergample
by possibleconjunction,we aretalking aboutthe probalility of the
conjunctionof its what-if-statementsTherefore (7), which includes
morethanonecounter@ampleagainsta the support of anargument,
canbemoresimply formulatedas:

(8) Pr(C | Pi&P,...&P,) =
1—Pr(X11&X1y... &X1,0rX21&X2>...&X2, ... 07
Xni&Xny ... &Xny)

Thereis a further challengefor naturallanguageusersand com-
puterexpertsto meetwhenusingcourterexamplesby possiblecon-
junction to estimatethe degree of suppat of premisesthey must
determinewhento stopconstructingcountergamples For instance,
we could have continued inventing more countergamples against
thesupportof agument(C). If we wantedto have areliableestimate
of the degree of support that (C)'s premiseggive to its conclusion,
where shouldwe stop?Assumingthat time is not an obstacle we
stopwhenwe canonly inventextremely unlikely countergamples,
andwe have reasorto believe thatwe would continueinventingonly
suchunlikely ones.Hereis an exampleof an extremelyimprobable
countergample:

CEllagainsiargument(C)

It is possiblethat:

P: Eachstudentbeginning my courseis sufficiently intelligent
to passthecourse AND

X: Whatif atleastonestudenis abductedy anextraterrestrial
atthe beginning of thecourse AND

~C' It is not the casethat eachstudentbeginning my course
will passit.

We stopwhenwe canconstructonly very unlikely courterexam-
ples becausdghey add nothing significantto the probability of the
disjunctionof all therealisticcountereaamgdeswe have alreadycon-
structedlt isimportantto bearin mind thatwherever we stop, it will
be dueto our limited knowledge andimagination.So,we cannever
be surethat we have taken into consideratiorall the courterexam-
plesthat arerepresentedy Pr(Pi&P: ... &P,&" C) in formula
(6)P7‘(C | P1&P2 . &Pn) = 1—PT(P1&P2 . &Pn&~ C) For
this reasonjt is sometimesmportantto persistinventinga few the
wildly imaginative countereampleshecausesometimeshatprocess
canhelpusto discorer morerealisticones.

There is a further practical challenge in determining
Pr(X1:&X1,... &X1,0rX2:&X2;...&X2,...0orXm&
Xns...&Xn,): not all countereamges (or more simply, not
all what-it-statementsare indepeneént of one anothe. Event M
is indepemlent of evert N if and only if N doesnot affect the
probability of M: if and only if Pr(M, given N) = Pr(M). For
instance|f | amboardinga taxi for a destinationthatis five miles
away, and | infer from my taking the taxi that | will arrive at my
destinationin less than an hou, there are mary interdependnt
countergamplesagainstthe inference:whatif thereis anaccidert;
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whatif thereis aflat tires;whatif thedriver beconessick. Theseare
differentphysicalpossibilitiesthat could prevent me from reaching
my destinationon time, and they are partly interdependnt: some
accidentsare causedby flat tires, and someaccidentsare caused
by adriver'sillness.If we areto continueusing probability theory
thenmatterswould get complicated For if eventsM andN arenot
indepenent,thenPr(M or N) = Pr(M) + Pr(N)- Pr(M & N), andso
the estimationof the probablity of my arriving on time would need
to includethe probability of a flat or an accidentwhich equalsthe
sum of the probability of a flat and the probaility of an accident,
minustheprobalbility of theconjunctionof atire having aflatandthe
taxi driver having an accident.Given the interdependnceof mary
daily courterexamples,the costs,in termsof time, mentalenegy,
and possiblyeven monegy, of this further applicationof probablity
theorywould seemto outweighthe benefits.

How would we estimatethe probability of the countergamples
againstargument(C) if we also estimatedtheir interdepedence?
My estimatiornof theprobablity of thedisjunctionof thosesix coun-
terexampleswithoutconsideringheirinterdepedencejsthatit is at
leastmoderatelyprobable Consegently, the probablity of thecon-
clusionthateachstudentbeaginning my coursewill passit is at most
moderatelyimprobable Whatwould | chargeif | now take into con-
siderationthe interdependece of the countereampes?The overall
combinedprobalility of all the courterexampleswould have to di-
minish, andtherewould be a corresponihg increasean the strength
of the support.What would be the amourt of thatchang?My es-
timationis thatthe probability of the conjundion of all thosecoun-
terexampleswould still beroughy at leastmoderatelyprobable So
my consideation of theinterdepedencemakesme only qualify my
estimatiorwith "roughly”.

If this ordinaryexampleis representatie of mosteverydayexam-
ples,thenfor practicaleveryday purpcses will consicerationsof the
interdependnceof countergamplesbe useful?

In mostsituationswve don't have theinformationor thetime to fig-
ureout Pr(M & N), it is challengingenoudh just to estimatePr(M)
andPr(N).However, knowing thatsomecountergampgesagainsthe
supportof an agumentareinterdepedentmakesus awarethatthe
disjunctionof the countergamples’ probabilities is in factlessthan
the sumof theirindividual probabiliti es,therebyindicatingfrom the
inverserelationthatthe supyort of the premisess strongerthanini-
tially estimatedThegreatettheinterdepedencebetweercountera-
ampleqi.e.thegreaterthe probabilityof onegiventheother)against
thesuppat of anargumern, andthegreateithenumkter of interdepen-
dentcounter@amples,the smallerthe sumof the countergamples’
individual probabilitiesandconsegently, thestrongethesuppat of
the aguments premisesilt is possiblethatin somecasestheinter
depen@ncemightbesignificantandeasyto estimatethuswe might
easilyrealizethe significantdecreasef the probability of a disjunc-
tion of countereamplesagainstan agument.Thoughfor mostev-
erydaypurpacsestheseconsideratiorwill be beyond our knowledge
and available time, it might be pruder in somecasesto raisethe
questions;Are thereary interdependencountereamples?To what
degreeare they interdependnt?”. By realizing the extent of inter-
depeneénceandthe numter of the counter@amples,we cometo see
thatthedegreeof suppat of premisess strongethanwhatwe might
have initially estimatedIn ordernot to underestimatéhe degreeof
supportthat premisesring to their conclusion it might be pruden
in somecasego raisethequestionHow mary countergamplesare
interdependnt?To whatdegreearethey interdepedent?”.
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In this paperl identifiedtwo kinds of courterexamples:countere-
amplesby possibleconjurction and counter&amples by analogy;
describedthe logical differencesbetweenthem; examinedsomeof
the logic of counter@amges by possibleconjurction. It is a logi-
cally possibleconjurction of all the premisesof an agument(all
areassumedrue), the conclusionis negated,andoneor morestate-
ments nhamed’'what-if-statements”’l shavedthatthelatterhave the
very specialfunctionof makingthe propaentof anargumentunder
standhow it is possiblefor his/hempremisego betrueandconcluson
false;amguedthat the mereconsisteny of all the statementgonsti-
tuting thesecountereampesis not sufiicientfor thesucces®f these
countergamples.| usedelementarnyprobability theoryto justify ex-
tendingthe use of thesecountergample to estimatethe degree of
premisesupport thatis lessthanconclusve; shavedthatthe strength
of support(i.e. the probalility of a conclusiongivenits premises)s
inverselyproportionalto the probalility of the disjunctionof all the
what-if-statement®f successflicourterexamplesagainstthe sup-
port; describedwherewe shouldstopin the constructionof coun-
terexamples;llustratedsomeof the practicallimitation of consider
ing the interdependnceof what-if-statementsvhen estimatingthe
probability of their disjunction.

If compuer modelsof argumentsin naturallanguae areto be
successfulthey mustbe ableto modelall the naturaland effective
waysof assessinthesupportof premisesTheconstrution of coun-
terexamplesby possibleconjundion is a naturalandeffective way of
assessinghe sufliciency of premiseg(i.e., assessinghe validity of
anargumen), andthey canbe usedto estimatethe degreeof support
thatis lessthan conclusve. So, compuer modelsof agumentsin
naturallanguaye shoud attemptto modelthe construction use,and
evaluationof thesecountergamples.Therefore,programnersface
thefollowing challenges:

1. The modelsmustdistinguishcourterexamplesby possiblecon-
junctionandcountergamplesby analogy
Themodelsmustrepresenthe conceptof possibility

The modelsmustidentify effective what-if statementof coun-

terexamplesby possibleconjurction againstan algument. This

identification will dependon the models’ ability to determine
whetherthe what-if statementsnale the proporentsof the argu-

mentunderstandhow it is possiblefor all their premisego betrue

andtheirconclwsionfalse.Sothemodelsmust(a) handlethenelu-

lousconeeptof understandingThey mustalso(b) bevery context

sensitve, for theundestandingof anaudiercevariesaccordirg to

its knowledge, experierce,andimagination.

. The modelsmustestimatethe probability of the effective what-if
statement®f eachcountereample, and estimatethe disjunction
of all the probalilities of the effective what-if statementsigainst
thesameargument.

. The modelsmust determinewhen it is appropriateto consider
thedepeneénceamongeffective what-if statementsandhow their
depenénceaffectsthe combinedprobability of all the effective
countergamplesagainsianargument.

. The modelsmustdeterminewhenit is appropiate to stop con-
structingcountere&amplesby possibleconjunction

2.
3.

Sincel do notwantto discourag ary of you from investigatingthe
modelingof thesecourterexamples,l would like to end by identi-
fying two areaswhere programmerswvould probably not faceary
seriouschallenges:

7. It will be easyfor modelsto identify certainkinds of implicit as-
sumptionsFor onceaneffective what-if statemenbf acountere-



ampleis identified,it follows thatthe argumen againswhich the
countergample is advancal assumeshe negationof thatwhat-if
statement.

8. At a certainstageit will be easyto estimatethe degree of sup-
portof premisesFor whenwhat-if statementareindepandent,or
whentheir depenlenceis insignificant,the proballity of a con-
clusionis simply 1 minusthe estimateccombinel probablity of
the effective what-if statemenbf eachcounter@ample.
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Ar gumentation within Deductive Reasoning

Armin Fiedler and Helmut Horacek!

Abstract. Deductive reasonings an arearelatedto algumentation
wheremachine-lasedechniqes,notablytheoremproving, cancon-
tributesubstatially to theformationof agumentsHowever, making
useof thefunctiondity of theoremproversfor thisissueis associated
with a numbe of difficulties and,aswe will demonstraterequires
considerale effort for obtainingreasonale results.Aiming at the
exploitation of machine-orientedeasoningor humanadequatear
gumentatiorin abroadersensewe presenour modelfor prodwcing
proof presentatios from machine-orienteéhferencestructuresCa-
pabilitiesof themodelincludeadaptatiorito human-adgquatedegrees
of granularitiyandexplicitnessin the underlyirg algumentatiorand
interactive explorationof proofs.Enhancingcapabilitiesin all these
respectsevenjustthosewe have addressdsofar, doesnotonly im-
prove theinteractve useof theorenprovers,but they areessentiain-
gredientsto support the functiondity of dialog-orientedutorial sys-
temsin formaldomairs.

1 Intr oduction

Deductve reasoningis an arearelated to amgumentationwhere
machine-basd techniqus, notablytheoremproving, cancontritute
substantiallyto the formationof agumentsHowever, makinguseof
the functionality of theoremproversfor this issueis associatedavith
anumberof difficultiesand,aswe will demonstraterequiresconsid-
erableeffort for obtainingreasonableesults.

Aiming at the exploitation of machine-orientedeasoningfor
human-aéquateargumentationin a broade sensewe presentour
modelfor produdng proof presentationgrom machine-orientedh-
ferencestructures Capabilitiesof the modelinclude adaptationto
human-adquatedegreesof granularitiy and explicitnessin the un-
derlying agumentatiorand interactive explorationof proofs.How-
ever, this modelhasinherentlimitationsin its agumentatre behav-
ior, sinceargumentsgiving motivationsor justificationson a more
stratejic or dynamicperspectie cannd be obtainedfrom machine-
found proofs. Enhancingcapabilitiesin all theserespectadoesnot
only improve the interactve use of theoremprovers, but they are
essentiaingredientsto suppat the functionality of dialog-oriented
tutorial systemsdn formaldomans.

This paperis organizedas follows. We first provide someback-
groundinformation aboutpresentatiorof machine-foud proofsin
naturallanguaye, including empirical motivationsthat substatiate
divergentdemand for human-adgquatepresentationsWe describe
techniquesfor building representationsneetingthesepsyctologi-
calrequirements$n aformal model,comprisingsomekinds of proof
transformatiorandadaptationsWe illustratethe functionality of our
model by discussinga moderatelycomplex example. Finally, we
sketchsomelimitations of our model.
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2 Background
2.1 Proof Presentation in Natural Language

The problemof obtaininga naturallanguaye proof from a machine-
found proof can be divided into two subgoblems:First, the proof
is transformedrom its original machine-oientedformalisminto a
human-orieted calculus,which is muchbettersuitedfor presenta-
tion. Secondthetransformedgroofis verbalizedn naturallanguage.

Sincethe lines of reasoningin machineorientedcalculi are of-
ten unnaturaland obscure algorithms(see,e.g.,[1, 18]) have been
developedto transformmachine-fomd proofsinto morenaturalfor-
malisms suchasthe natural deduction(ND) calculus[8]. ND infer-
encestepsconsistof asmallsetof simplereasoningpatternssuchas
forall-elimination(Vz P(x) leadsto P(a)) andimplicationelimina-
tion, thatis, modusponers. However, the obtainedND proofsoften
arevery large andtoo involved in comparisorto the original proof.
Moreover, aninferencestepmerely consistsof the syntacticmanip-
ulation of a quantifieror a connectve. [15] gives an algorithm to
abstracan ND proofto anassertionlevel proof, wherea proof step
may bejustified eitherby anND inferencerule or by the application
of anassertior(i.e., a definition,axiom,lemmaor theorem).

One of the earliestproof presentationsystemswas introduced
by Chestel[2]. Severaltheoremprovershave presentatioa compo-
nentsthat output proofs in pseudo-atural language using canred
text (e.g., [3, 4]). Employing several isolated stratgjies, the pre-
sentationcomporent of THINKER [5] was the first systemto ac-
knowledge the needfor higherlevelsof abstractiorwhenexplaining
proofs. PROVERB [16] expressesnachine-fomd proofs abstracted
to the assertiorievel andapplieslinguistically motivatedtechniqes
for text planning generding referringexpressiams, and aggreation
of propositionswith comma elementsDrawing on PROVERB, we
have developed the interactve proof explanationsystemPrex [7],
which additionallyfeaturesuseradapivity anddialogfacilities.[10]
presentsanotherrecently developed NLG systemthat is usedas a
backendfor atheoremprover.

In orderto produe reasonabl@roof presentationgnary systems
describesomecomplex inferencestepsvery denselyandthey leave
certainclassesof proof stepsimplicit in their output, for example,
by abstractingrom intermediaténferencestepsthatarerecoverable
from inductive definitions,or by omitting instantiationsof axioms.
However, leaving out information on the basisof purely syntactic
criteria, asthis hasbeendoneso far, easilyleadsto incoheret and
hardly understandbletext portions.In orderto getcontrol over the
inferability and comprefensibility in presentingnferencesteps,an
explicit modelis requiredthatincorporatessemanticand pragmatic
aspectf communicationwhich is what we try to achieve by our
approach

2.2 Empirical Motivation

Issuesin presentingdedictive proofs, asa specialcaseof present-
ing agumentatie discoursehave attracteda lot of attentionin the



fields of psycholog, linguistics,and computerscience Centralin-
sightsrelevantto dedictive agumentatiorarethe following:

e Logical consegencesf certainkinds of informationare prefer
ably conveyed implicitly, throughrelying on capatiliti es of the
audiencdo exploit thediscoursecontext anddefault expectatiors.

e Human performane in compreheding deductve syllogisms
variessignificantlyfrom onesyllogismto another

The studyin [23] demorstratesthathumanseasilyuncover missing
piecesof informationleft implicit in discoursemostnotablyin se-
quencsof events providedthisinformationconformsto theirexpec-
tationsin the given context. Similarly to the expectationsexamined
in that study which occur frequentlyin everyday corversationsa
numberof elementaryandvery commoninferencesaretypically left
implicit in mathematicatexts, too, including straightforvard instan-
tiations,generalizationsandassociatiosjustifiedby domainknowl-
edge.

Another presentationaspectis addresse by studieson human
comprehasion of deductve syllogisms(seethe summaryin [17]).
Thesestudieshave urveiled consideable performancedifferences
amongindividual syllogisms(in oneexperiment subjectanade91%
correctconclusias for modusponens64% for modustollens,48%
for affirmative disjunction,and 30% for negative disjunction).The
conseqgencesof this resultare demorstratedby the elaborateessay
in [24], which presentsa numberof hypothesesaboutthe impacts
thathumanresourcdimits in attentionalcapacityandin inferential
capacityhave on dialog stratgies. Thesehypothesesare acquired
from extensve empiricalanalysisof naturallyoccurringdialogsand,
to a certainextent, statisticallyconfirmed.Onethatis of centralim-
portancefor ourinvestigationsaysthatanincreasingiumberof log-
ically redundantassertionso make aninferenceexplicit aremade,n
depeneéng of how hardandimportantan inferenceis (modustol-
lens being an examplefor a hard inferencewhich requiresa more
detailedillustration).

However, thesecrucial issuesin presentingdeductve reasoning
areinsufiiciently capturedy currenttechniqus, whichtypically suf-
fer from two kinds of deficits:

e A large numberof easily inferableinferencestepsis expressed
explicitly.

e Involved inferencesthoughhardto understandare presentedn
singleshots.

Thefirst deficit suggeststhe omissionof contextually inferableel-
ementsin the proof graph,and the secorl demanis the exparsion
of compouwnd inferencestepsinto simplerparts.We illustratethe ap-
pearancef thesedeficitsandmeasureso remedythemin thesubse
guentsections.

3 An Example

Throughaut this paper we will usethe proof of a well-known prob-
lem, Schubert Steamrollef22], to demonstratéhe functionality of
our presentatiomodel:

Axioms:

(1) Wolves, foxes, birds, caterpillars,and snails are animals,and
thereare someof eachof them.Also thereare somegrains,and
grainsareplants.

(2) Every animaleitherlikesto eatall plantsor all animalsmuch
smallerthanitself thatlik e to eatsomeplants.

(3) Caterpillarsand snailsare much smallerthan birds, which are
much smallerthan foxes, which in turn are much smallerthan
wolves.Wolvesdo not like to eatfoxesor grains,while birdslike
to eatcaterpillarsbut not snails.Caterpillarsandsnailslik e to eat
someplants.

Theorem:

(4) Thereforethereis ananimalthatlikesto eata grain-eatingani-
mal.

Proving thattheorem(4) is basedon applying given piecesof sim-
plified realworld knowledge (1) to (3).

In a nutshdl, the proof runs alongthe following lines: Through
applyingaxiom (2) threetimes,it is first derivedthatbirdseatplants,
thenthatfoxesdo noteatgrainsand,finally, thatfoxeseatthesmaller
grain-eatingpirds,thelastbeingthewitnessneedel to prove theorem
(4).

Within the theoremproving community, the Steamrollefproblem
isfamouspecauseolvingit requiresseseralvariableso beinstanti-
atedpurposeflly without having a guidancehow to do this through
the formulation of the theoremto be proved — it hasonly existen-
tially quartified variablesin it, but no constantsUntil someyears
ago,automatedheoremproverswereunalle to apply this technique
with sufficient degreesof efficiengy, sothatthey wereoriginally un-
ableto solve this problem.For our purposs, this problemis attractve
for completelydifferentreasonsits definitionis easilycomprelen-
sible without mathematicaknowledge, and a full-detailed solution
pathis suficiently complex so thatexploring it interactvely seems
to bewell motivated.

4 Our Model of ArgumentBuilding

In order to meetthe deficits identified when discussingempirical
motivations,we proposethe applicationof an optimizationprocess
thatenhanesanautomaticallygenerategbroof attheassertiorievel.
Through this proces, pragmatically motivated exparsions, omis-
sions, and short-cutsare introduced and the audiene is assumed
to beableto mentallyreconstructhedetailsomittedwith reasonable
effort. In a nutshell,the modified proof graphis built throughtwo
subproceses:

e Building expansions
Compounl assertiorlevel stepsareexpancedinto elementaryap-
plications of deductve syllogisms, while marking the original
largerstepsassummaries.

e Introducingomissionsandshort-cuts
Shorterlines of reasoningare introducedby skipping individual
reasoningsteps throughomitting justifications(marked asinfer-
able)andintermediateeasoing stepgmarkingthe’indirect’ jus-
tificationsasshort-cuts).

4.1 Levelsof Abstraction

The purposeunderlying the exparsion of assertionlevel stepsis
to decompae presentationsf complex theoremapplicationsor in-
volvedapplicationsof standardheoremsnto easiercomprehasible
pieces.This operationis motivatedby performare difficulties hu-
manstypically have in comparablaliscoursesituations At first, as-
sertionlevel stepsarecompletelyexpancedto the naturaldediction
(ND) level accordingto the methoddescribedn [15]. Thereaftera
partialrecompaition of ND stepsinto inferencestepsencapslating
the hardercomprelensiblededLctive syllogisms,modus tollensand
disjunctioneliminationsteps,is performed,in casethe sequene of



ND rulesin the entire assertionlevel step containsmore thanone
of these.To do this, the sequene of ND rulesis broken after each
but thelastoccurenceof amodustollensor disjunctionelimination,
andtheresultingsubseqencesof ND stepsarecomposedinto a se-
guenceof reasoningstepsat somesortof partial assertionievel. This
sequene is theninsertedin the proof graphasa potentialsubstitute
for theoriginal assertiorlevel step,which is marked asa summary

An examplefor suchan exparsion and partial recompaition is
shavn in Figure 1, which exposesa crucial inferencein the Steam-
roller proof in two levels of abstractionBoth variantsshav sub-
proofsindirectly deriving the categorizationof thefox (f) asameat
eaterthatis, thefox f doesnoteatgraing, ~EATS(f, g).

Whenthe deriationis carriedout by a singleassertiorievel step
((1) in Figure 1), this canbe paraphrasedby 'The wolf eithereats
grainor, in casethe fox eatsgrain andis smallerthanthe wolf, the
wolf eatsthefox. Sincethewolf doesnoteatgrain,thewolf doesnot
eatthe fox, andthe fox is smallerthanthe wolf, it follows thatthe
fox doesnoteatgrain’. Apparently thisis avery badargumentation
Thoughthefactsmentionedorovide a completeaccoun of thejusti-
ficationsunderlyingthe requiredreasoningthe way how this works
is completelyobscue at first sight. However, this is not surprising,
sincethe assertiorlevel stepunderlyingthis reasonings compaed
of several cognitively complex inferencesteps,asthe expansionto
theND level ((2) in Figurel) demongrates.n the generalkcasethis
expansionwould befollowedby arecommsitionencompssingcog-
nitively simpledeductve syllogismsyieldingarepresentatioonthe
partial assertionevel. Sincethereare only cognitively difficult in-
ferencestepsin this instancetherepresentationsn ND andpartial
assertiorlevelsareidentical. Throughthis expansionthe compound
inferencestepis decanposedinto threesimplerones,two disjunc-
tion eliminationswith a modus tollensin betweenThe sequencef
inferencestepscanbeparaphrasdby 'Sincewolvesdo noteatgrain,
it follows thatwolveslik e to eatall animalssmallerthanthemseles
thatlike to eatplants.Sincewolvesdo not eatfoxes, it follows that
foxesdo noteatgrainor thatthey arenot smallerthanwolves.Since
foxesaresmallerthanwolves,it follows thatfoxesdo not eatgrain:
With more skillful referencedo instantiationsof the centralaxiom
of this problem,this text canbe improved to 'Since wolvesdo not
eatgrain, their eatinghabitsimply thatthey are meateaters.Since
they do not eatfoxes, it follows thatfoxesarenot planteatersor not
smallerthanwolves. Sincefoxesare smallerthanwolves,foxesare
not planteatershencethey aremeateaters’(see[14] for detailson
how thesereferringexpressionarebuilt).

4.2 Degreesof Explicitness

Unlike exparding summariescreatingomissionsand short-cutsis
driven by communicéively motivated presenation rules They ex-
pressaspect®f humanreasoningcapabilitieswith regardto contex-
tually motivatedinferability of piecesof informationon the basisof
explicitly mentionedfactsandrelevant backgroundknowledge [9].
Theserulesprovide aninterfaceto storedassumptionsiboutthe in-
tendedaudienceThey describethefollowing sortsof situations:

Cut-prop:  omissionof aproposition(premise)apparingasareason

Cut-rule omissionof arule (axiominstancegpppearingasamethod

Compactification short-cutby omitting an intermediateinference
step

Theserediction rulesaim at omitting partsof a justificationthat
theaudiencas consideredo be ableto infer from theremainingjus-
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tification comporentsof the sameline of the proof, or even at omit-
ting an entire assertionevel stepthatis consiceredinferablefrom
theadjacentnferencestepsin orderfor theserulesto applysuccess-
fully, presentatiorpreferencesind conditionsaboutthe addressees’
knowledge andinferentialcapabilitiesarechecled.

Thefunctionality of thereductionrulescanbe explainedby a sim-
ple example.If trivial facts,suchas0 < 1, or axiomsassumedo
be known to the audience suchastransitivity, appearin the setof
justificationsof someinferencestep,they are marked as inferable
(0 < 1 throughCut-prop, andtransitivitythroughCut-rule, provided
the useof an axiomis likely to appearevident from the instanti-
atedform). Consequetty, the derivation of 0 < a cansimply be
explainedby 1 < a to aninformedaudierce. Moreover, singlefacts
appearingasthe only non-inferablereasonare candidaesfor being
omittedthroughapplying Compactifiation. If, for instance0 < a
is the only non-inferablereasonof 0 # a, and0 < a, in turn, has
only one non-inferalle reason,l < a, the coherene maintaining
similarity betweer) < a and1 < a permitsomitting0 < a in the
amgumentatre chain.Altogether 0 # a canbe explainedconcisely
by 1 < a to aninformedaudience.

For problemssuch asthe Steamroller which make referenceto
(pseudo-)realvorld knowledge, similar expectation-basgomissions
andshort-cutsoccur For example,mentioningthe sizerelationbe-
tweentwo animalsasan amgumentcanbe omitted,asin 'It follows
that foxes are not plant eatersor not smallerthan wolves. Hence,
foxesarenotplanteaters.(aninstanceof a Cut-prop).

Letuslook into moredetailon how theinferentialcapabilitiesand
assumptionabou thebackgoundknowledgeareexpressedModel-
ing thesementalcapabilitiesis doneby distinguishirg the following
sortsof knowledgeandcommunicatie competene:

e knowledge perse,comprising(static)domainknowledge and(dy-
namic)referentialkknowledge

o theattentionalstateof the addresseajeterminedy the piecesof
knowledge in the currentfocusof attention,

e inferentialskills, whichcompriseabilitiesto draw taxonanmic, log-
ical, and communicgively adequée inferencesThe lastkind of
inferencesconcerrs the capability to augmentlogically incom-
pletepiecesof informationin agivencontet.

The first componat as well astaxonanic inferencesare fairly
standardwhile logical inferencesarea novel partin our model.lts
operationalizationhowever, needgo reflectparticularitiesof thedo-
main.In our applicationwe usesomesimplestereotypeso express
assumptionsiboutthe addresses’domainknowledge(see[6]). Do-
main knowledge is composé of the addresses’acquaintancevith
mathematicatheoriesin termsof axioms,definitions,andassociated
hierarchicalrelations,while referentialknowledge is incrementally
built from the assertionsnadein the courseof a proof presentation.
For example,if a proof makesreferenceto a mathematicagroup,a
competentaddressess immediatelyawarethatthereareunit andin-
verseelementsn this groupbecausehey belongto the definition of
groups,andhe/shealsoknows the associatediefinitions.Moreover,
if the proof mentionsa subgroy, the addresseés alsoaware of the
factthatthe propertiesof ordinarygroupsapplyto it. Conseqently,
proof presentatiortandirectly make referenceo thesepropositions
withoutmentioningexplicitly theunderlyingconnectiosthatareen-
tailed in the explicit contentrepresentationThus, taxonomicinfer-
encescomprisethe following kinds of reasoning:

e Propagatingropertiesof mathematicabbjectsalonghierarchical
relations.
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Figurel. An involvedassetibn level inferenceattwo differentlevels of abstaction.

e Expandingcompmentialpropertiesof mathematicabbjects.

The remainingcompamentsof our model,avarenes andlogical
inferencesare expressedy the predicatesAWARE-OF, COHER-
ENT, and ABLE-INFER which are given domain-specifignterpre-
tations,elaboratedor the domainof mathematicg¢formal detailsare
givenin [12]). For assessinghe addresses’avarenes{AWARE-
OF), we testwhethera pieceof knowledge requiredis entailedin a
list of theoremsgdefinitions,andhierarchicakelationsassumedo be
known to theaddresseayhichis expressedn ausermodelassimple
stereotypegsee[6]). The underlying simplifying assumptioris that
beingacquaintedvith somepieceof genericknowledgeis sufficient
to be awareof it in the courseof the entire proof. Inferential capa-
bilities (ABLE-INFER) expresswhethera useris ableto infer the
missingpiecesof knowledgeto justify someconclusion given only
a subsebf the premisesThis reasoningprocesss approximatedy
the requirementghat (1) composingthe informationgiven is suffi-
cientto fully instantiatethe entire inferencestep,and (2) matching
the instantiatedform with the relevant genericpieceof knowledge
is within the complity limitations the addresseés assumedo be
ableto handle Thefollowing inferentialskills aredistinguishedwith
limitationson the compleity of their applications:

Generalization®f natural catgyories and instantiationsof basic
everydayknowledge; piecesof this sort of knowledge arerepre-
sentedasaxiomsin mathematicaproblems.

And-eliminationsto obtainan elementon top level of a conjunc-
tion.

Applicationsof modusponenswithoutary additionalequialence
operations.

Substitutionsin axiomswith constantsor variablesand at most
oneadditionaloperata (suchasafactor or anexponen) replacing
correspoding variablesin geneic expressions
Chaininginferencestepswith structurallyidentical conclusiors,
which differ only by constais or operators(operatorsmust be
related,suchas’=" and’<’).

The first three inferential skills are attributed to every user the
remainingonesonly to userswith someexperiencen mathematics.

A further issueto consicer is the compositionof suchinference
steps,which reflectsthe concep of coherene. According to psy-
chologicalexperiments)eaving out intermediatestepsin a chainof
argumentationshouldstill be understod asa "direct” causewhile
"indirect” causesggatively affectthereasoningeffort [23]. In apre-
vious approachto expert systemexplanations this aspecthasbeen
modeledby requiring purpcsesof domainrulesinvolvedto beiden-
tical [11]. For proofs,we try to capturethis coherenceequiremen
by astructurakimilarity betweerintermediateandfinal conclusions
they mustbe joined by instantiationgeneralizationpart,or abstrac-
tion relations.Precisedefinitionsfor a larger set of operatorsand
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validation by associatecempirical testsare still to be carried out.
However, mentally insertingthe missingpiecesof informationinto
a concensedrepresentationn thesesortsof situationis not with-
out limitations. For example,the numberof elementsn a conjoired
expressiorandits given presentatiorcertainlyinfluencethe effort to
pick aspecificelementandthecompleity of thesubstitutiomeedd
to obtainarequiredinstantiationof someaxiomor partsof anaxiom
may malke this inferencedifficult. Hence,understanithg the relation
betweenexpressionghat are transduéble into one anotter by the
subsequet applicationof a substitutionand several equivalerce op-
erationsrequiresthe exposition of someintermediatesteps.For an
extensie studyexaminingthe conseqencesof humanmemorylim-
itationson the suitability of discoursecontrikutions,see[24].

Applying the presentatiomulesto optimizethe entireproof graph
from an argumentatie perspetive is carriedout in two processg
cycles.In eachcycle, the proof graphis traversedby startingfrom
its leaf nodes and successiely continuingto the root node without
back-tracking(thatis, somesort of inversedepth-firstsearchis in-
voked): In cycle one, Cut-prop and Cut-rule apply, markinglocally
inferable justifications.In cycle two, Compactificationis invoked,
addingalternatve justificationsthrough short-cuts,on the basisof
theinferablesThis ordertakesinto accoun depen@nciesamongthe
rules.lt is alsoreasonablfficient, sinceonly short-cutsequirepro-
cessingalternatve lines of reasoning

4.3 Interactive Exploration

In orderto corvey theinformationspecifieccompletelyin view of the
assumptionsnadeabou the audience summariesare avoided and
inferablesareomitted.Dependhg on the targetitem, giving suchan
explanationin all detailsrequiredfor full understandig mayresultin
alongtext. Thereforejt is betterto presenta reducedirst-shotcon-
tribution, which canbe further investigatednteractvely, accordng
to userreactions.

The associateccommunication is handledby Prex by allowing
threetypesof userinteraction/A commandellsthesystento fulfill a
certaintask,suchasexplainingaproof. An interruptioninterruptsthe
systemto inform it thatan explandion is not satishictoryor thatthe
userwantsto inserta differenttask. In clarificationdialogs,finally,
theuseris promptedo give answesto questiosthatPrex askswhen
it cannotidentify auniquetaskto fulfill. In thispaperwe concentrate
oninterruptions.

The usercaninterruptPrex arytime to entera nev commandor
to complainaboutthecurrentexplandion. Thefollowing speectacts
areexamplesfor messagethatcanbe usedto interruptthe system:

(too-det ailed :Conclusion C)
Theexplanationof thestepleadingto C is too detailed thatis, the
stepshouldbe explainedat a moreabstractevel.



(too-abst ract :Conclu sion C)
Theexplanationof thestepleadingto C is too abstractthatis, the
stepshouldbe explainedin moredetail.

(too-impl icit  :Conclu sion C)
Theexplanationof thestepleadingto C is tooimplicit, thatis, the
stepshouldbe explainedmoreexplicitly.

(too-diff icult :Conclusion C)
Theexplanationof the stepleadingto C is too difficult.

(1) Prex: Hencea € U UV bytheU-Lemma.
(2) User: Thisstepis too difficult.

(3)Prex: Sincea € Uora € V,a € UUV bytheU-Lemma.
Do you understandhis step?

(4) User: No.
(5) Prex:
(6) User: Yes.

(7) Prex: In orderto provethata € U UV letusconsicerthe
following cases.

Casel: Leta € U. Thatleadstoa € U U V by the defini-
tion of U.

Case2: Leta € V.Thena € U UV by thedefinitionof U.
Do you understandhis step?
(8) User: Yes.

Do you understandhe premises?

Figure2. A clarification dialogin Prex.

In Prex, too-difficul t is consideedasanundespecifiedn-
terruption.Figure2 givesan example:Whenthe usercomplainghat
thederivation of the conclusionin utterancg1) wastoo difficult, the
dialog plannerentersa clarificationdialog to find out which part of
the explandion failedto remedythis failure. During the clarification
dialog, the systemtries to distill whetherthe userfailed to follow
someimplicit referencegutterance3)), whetheroneof thepremises
is unclear(utterancg5)), or whethertheexplanationwastoo abstract
(utterancg(7)). The control of the behaiior of the dialog planneris
displayedn Figure3.

When geneating a first-shotdescription,all possiblereductions
amountto relaxingthe degreeof completenssin which theinforma-
tion is presentedFour alternatvesareexamined,in ascenéhg order
of increasingnformationreduction:

1. Omittingtheway how a pieceof knowledge (a domainregularity)
is applied.

Omitting thatpieceof knowledge

Omitting premisesof the inference (eventually only some of
them).

Omitting intermediatanferencesteps.

2.
3.

4.

Thechoiceamongtheseoptionsis basenassumptiosabou the
audienceandon theresultingbalanceof textual descriptionsin [13]
we have definedand motivated somestratgies for that, examples
will begivenin thenext section.

Whenoneor severalintermediatenferencestepsareomitted (op-
tion 4 in the above list of items),somesort of ad-hocabstractions
carriedout. The sequace of enclosinginferenceds abstractednto
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Start replanning step S

Check if S has any premises
yes

Check if all premises of S were explicitly verbalized
no es

Reverbalize S with explicit premises

Ask if S is understood

no
Ask if all premises of S are understood
no

Recursion with all premises that are not understood
Reverbalize S with explicit premises

€S Ask if S is understood

no

Check if there is a lower level of abstraction
yes

no

Replan S on the next lower level of abstraction (S’)

Y Ask if S’ is understood
T [0

Return Recursion with S’

Figure3. Thereadion of thedialog planne if astep.S wastoo difficult.

a setof propositionsconsistingof its conclusionand its premises,
while the methodhow the conclusionis obtained,that is, the un-
derlying sequencef inferencesijs omitted.If thereis evidencethat
someof the premisesare moreimportantor of more interestto the
audiencethan the remainingones, larger setsof premisescan be
reducedto subsetsof these.In particular this measurecomprises
preferringsummariever detailedexpositionof involved inference
stepsMoreover, in casetheseinferencesonstitutethe expansionof
a pre-designd proof method[19], which underliesthe construction
of a partial proof, the functionality of that methodcanbe expressed
by adescriptve phrase.

5 Explaining the Steamrmller Proof

In this section,we demonstratéwo stratgies of building one-shot
presentationsf the solutionto the Steamrollemproblem In the ex-
ampleswe paraphraséhe expectedoutputfocusingon the structure
andcontert of the producel text. Apparently the proof sketchgiven
whenintroducing the Steamrolleris far from beinga completeand
fully comprehasible explanationof the proof, since mary details
thatarenecessaryo understandhow the centralaxiomis appliedin
eachcasearenotmentional. Onthe otherhand,a full explorationof
the proofis inappropriatefor interactize ervironmers becaseof its
length.

A full descriptionof the proof (seeFigure4) is producedby in-
troducinga basicstructureaccordingto the main proof steps.These
proofs steps,which are easilyrecognzablein the underlyirng proof
graph,areroutedin the applicationof thosedomainrules,which are
not part of the addresses’backgoundknowledge. In our example,
only the rule aboutthe food of animalsis consideredo be of this

paraphrase the inference rule in S



It isfirstderivedthatfoxesdo noteatgrain. This ultimatelyfol-
lows from the assumptionghat wolves do not eat grain and
foxes are smallerthan wolves, becase animalswho do not
eat plants eat plant eaterssmallerthan themseles. Thus, ei-
therfoxesdo not eatgrainor they arenot smallerthanwolves.
Hence only thefirst alternatve is valid. Moreover, it is derived
that birds eatgrain becauseanimalseatplantsif they do not
eatplanteaterssmallerthanthemseles.Birds do not eatplant
eatersbecausedt is assumedhat they do not eat snails, but
shailsare smallerthanbirds andthey eatplants.Finally, it is
derived thatfoxes eatbirds, becase animalseithereatplants,
whichfoxesdon't do,or they eatplanteatersmallerthanthem-
selwes. Birds are suchplant eaters,andthey are smallerthan
foxes. Sincefoxes eat birds, an animal is known that eatsa
grain-eatinganimal,g.e.d.

Figure4. Fully-detdled presenationof the proof of Schubet's
Steamraler.

kind, in contrastto rulesabou categyories('a fox is ananimal’) and
sizerelations('birds aresmallerthanfoxes’).

The task of the presentatiormoduleis thento suitably mediate
betweensucha conciseproof sketchanda fully expardedproof de-
scription.Oneoption, reducingthe quality, leadsto the text in Fig-
ure5, achievesacompromiseby fully explainingonly thederivation
of the first key assertion(foxes do not eatgrain), while it merely
statesthe othertwo key assertionglerived. Sinceall threekey as-
sertionsarederived by the samerule, this informationcanbe stated
compactly precedingthe derivation descriptionsThe resultingde-
scriptionaimsat reducingthe setof propcsitionsto be corveyed by
explainingonly apartof theproofin detail. Thisis doneby selecting
the propositionsomittedin suchaway thatthey aremaximally con-
nected,to minimize the numberof potentialclarificationquestiors,
which mightaddresshederivations of oneof thetwo key assertions,
but notarny morespecificdetail.

The otherpossibility is reducingthe corveniene, which leadsto
thetext in Figure6. It achievesa compronise by providing details
aboutall key assertionderivations. The reductionhereis obtained
by merely statingthe key assertionglerived in connectiorwith the
underlyingfactswithout elaboratinghow the responsibleule is ap-
plied. As in the previous case thatrule is only mentionedonce,pre-
cedingthe exposition of further details.A potentialjustificationfor

The proof runsthrough applying threetimesthe rule thatan-
imals either eat plantsor all plant eaterssmallerthan them-
seles. It is first derived that foxes do not eatgrain. This ul-
timately follows from the assumption that wolves do not eat
grainandfoxesaresmallerthanwolves,becausanimalswho
donoteatplantseatplanteatersmallerthanthemseles.Thus,
eitherfoxesdonoteatgrainor they arenotsmallerthanwolves.
Henceonly thefirst alternatve is valid. Similarly, it is derived
thatbirdseatgrain,andfinally, thatfoxeseatbirds.Sincefoxes
eatbirds,ananimalis known thateatsa grain-eatinganimal,g.
e.d.

Figure5. Quality-reduedpreseration of the proof of Schuberts
Steamraler.
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The proof runsthroughapplying threetimesthe rule thatan-
imals either eatplantsor all plant eaterssmallerthan them-
seles. It is first derived that foxes do not eatgrain. This ul-
timately follows from the assumptionshat wolves do not eat
grainandfoxesaresmallerthanwolves.Thus,eitherfoxesdo
not eatgrain or they arenot smallerthanwolves.Hence,only
thefirstalternatveis valid. Moreover, it is derivedthatbirdseat
grain. Birds do not eatplant eatersbecausat is assumedhat
they do noteatsnails,but snailsaresmallerthanbirdsandthey
eatplants.Finally, it is derivedthatfoxeseatbirds,becasethey
areplanteatersandsmallerthanfoxes. Sincefoxeseatbirds,
ananimalis known thateatsa grain-eatinganimal,q. e. d.

Figure 6. Corveniene-redued presenation of the proof of Schubet’'s
Steanroller.

this presentatiories in augmentingthe assumptionsaboutthe ad-
dressee inferentialcapaliliti es— he/shes assumedo mentallyap-
ply a previously unknownrecentlymentionedrule to a numberof
facts.

Theprodiction of longer but information-redeged,utterancesan
naturally sene the purpo® of a summarymeeting certain length
parametersind contentpreferencesMoreover, thesetexts arewell-
suitedasfirst-shotexplanationsin comparale discoursesituations,
basedon known requirementsor on tentatvely madeassumptions
abouttheaddressed-urtherdetailsmaybeexposedguided by vague
hintsor by specificdemanlsof the othercorversantwho hasatleast
thefollowing optionsat his/herdisposal:

e Assessmentsoncerningchoicesmadein building the condensd
descriptionssuchas’be more concise’or 'be lessconcise’,and
‘'emphasizewhy some intermediateconclusion holds’, that is,
elaborateon the underlyingjustifications,or 'emphasze how it
is derived’, thatis, illustratethe underlyingmethod.

e A generalstatemenexpressig that the descriptionprodued is
considerednsufiicientin view of the explanatorydemand.

¢ A requeststatementiboutextendirg specificportionsof the de-
scription prodwced, suchas 'Why doesP(x) hold?’ or '"How do
Q(x1) to Q(xn) causeP(x)?’

Theassessmengreinterpretedn termsof changesn the param-
etersettingthat guide choicesin prodicing descriptionsMoreover,
they may be treatedasindirect requestsaskingfor modified or ex-
tendedollow-up presentationsn caseapresentatiofuilt accordng
to theseassessmentsrovides additionalinformation. Similarly, an
unspecifiacequesftor clarificationtriggersthe presentatiorof exten-
sionsto thepreviously givenone,eventually by following analterna-
tive strat@y, in thespirit of reactive explanatiors,asdemonstratetly
MooreandSwartout[21]. Finally, whenbeingconfrortedwith aspe-
cific requesteitherarequestor expandingtheunderlyingmethod.or
onefor exparding the undelying justification,a dedicateddescrip-
tion with therequiredinformationis producedIn all casescommu-
nicatingthe additionally requiredmaterialfollows the samelines as
the precedindfirst-shotdialog contribution. For complicatedandar
gumentatiely rich elaborationssimilar constraintsconcerningthe
lengthof the utteranceto be produed may prove to berelevanteven
for the chosersubsebf information.

Beingconfrortedwith a shortenedexplanation the addresseean
requestmore detailsselectvely, accordingto his/herinterests(see
Figure7). For instance detailsabou the derivation of oneor more



User: Why do birdseatgrain?

System: Becauseanimals eat all plants or all plant eaters
smallerthan themseles. Snailseat plantsand are smaller
thanbirds,andbirdsdo not eatsnails.

User: How is thatderived?

System: For animals,it holdsthat(1) they eatall plantsor (2)
they eatall planteaterssmallerthanthemseles.(2) cannot
hold for birds,becausesnailseatplantsandthey aresmaller
thanbirds,but it is known thatbirdsdo not eatsnails.Hence
(1) holdsfor birds.

User: Why do foxesandbirdshave their eatinghabits?

System: Foxes do not eat grain becase wolves do not eat
grain,sothey eatplanteaterssmallerthanthemseles.Since
foxesaresmallerthanwolves,andit is assumedhatwolves
do not eat foxes, foxes cannd be plant eaters,because
wolves eat plant eaterssmallerthan themseles. Birds eat
grain becauseanimalseat plantsif they do not eat plant
eaterssmallerthanthemseles. Finally, foxes eatbirds be-
causeanimalseithereatplants,which foxesdon't do, since
they do not eatgrain, or they eatplant eaterssmallerthan
themseles.

Figure7. Follow-up questimsto content-redued presenttion of the proof
of Schubet’s Steanroller.

of the unexplainedfactsin the explandion following with reduced
quality canbefocusedon by askingdedicatechow-questiors. Simi-

larly, why-questionganbe asledto learnabou therulesunderlying
specificderivationsin the explanationwith reducel cornvenierce.

6 A Potential Extension

In this section,we demonstrat¢hatthe materialfor dedctive argu-
mentationwhenprovided by machine-gearatedproofs,restrictsthe
associatedrgumentationn its scope Weillustratethekind of limita-
tionsanddescribeadditionalsourcegor argumentationexemplified
by anew perspetive on the Steamrolleiproof.

6.1 An Inherent Limitation

Argumentsabou a proof asconsideed sofar merelyconsistof two
comporents:

e Whatis derived, thatis, the claims,which areintermediatesteps
in aproof,andmay sene asargumentgor otherderivations.

¢ Whysomeresultshasbeenderived, thatis, the properarguments,
which arethejustificationsof a proof step.

In essencetheentireproofis madeup of asequereof aguments
of thiskind. It maybevariedsothatit is moredetailedor morecon-
densedmore implicit or more explicit, but it merely specifiesthe
factsthatmake up a proof. Sucha presentatioris inherentlylimited
in its commurnicative function - it suppats a “passve” understand-
ing, which is restrictedto a contmol or verification perspectie on a
proof. As opposedo that,anessentiataskin deductionis notmerely
undestanding but actuallyfinding aproof. This putsaseach or per-
formanceperspetive onaproof,an“active” understandig for which
thereareno cluesin the properproof presentation.
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6.2 The Performance Perspective

In order to provide an agumentatre basisfor shaving how the
searchfor a proof is carriedout, high-level stratgic conceptualiza-
tionsareessentiatiriving forces.Theseconceptulizationsmustcon-
sistin aratherlimited repertoireof fundamentabndadaptve tech-
nigueswhich arerelevantfor differentkind of proofs,but with vary-
ing detailsin concree usesHence assumingheprincipledacquain-
tancewith suchaconcepualization recognizirg its applicabilityin a
concretecaseandaskillful performanein actuallyapplyingit must
beaddresséin anagumentatie conversation.This characterization
istypicalfor human-orietedproblem-séving, with amixtureof lim-
ited, but highly diversepiecesof knowledge and operationalskills
to combinethem. It is in sharpcontrastto the large-scaleuniform
knowledge representatioandschematiadeasoningwhichis thetyp-
ical procesorganizationfor machine-orieted purposesTherefore,
even high-level characterizatiomof a machine-fomd proof, suchas
thelevel of proof plans[20] constitutesaninapprgoriatelevel of de-
scriptionfor human-orientegburposes the plansaretoo mary and
eachof themcontainstoo mary detailsto be meanindul to humans
asmemorizableonceptualizations.

For elementarymathematicsand logics, which are the most re-
alistic areasfor being subjectto tutorial purposs, thereareonly a
few fundamental proof techniquesAmong themarethe partitioning
into simpler subproblemsand the transformatiorto a differentrep-
resentation/calculugrhich allows for operatiors for which the orig-
inal representatiois inapprgriate. Thelatterconceptfor example,
may be applicablein variouscontexts, including a transformatiorof
assertionsaboutresidueclassesnto integer equationsanda trans-
formationof operationson setsinto propositionalogic expressions.
For humansiit is essentialto recogrize the commorality between
themeasurei eachof thesecontexts. For addressig thedomainof
limit theoremsa methodcalled”complex-estimate”hasbeendevel-
opedaspart of a proof planningfor this domain[19]. This method
is a specificform of the fundametial concep "partitioning into sim-
pler subprotlems”, with a specificinterpretatiorsuitablefor polyno-
mial expressims. Sincethe methoddoesnot separatehe (general)
underlyingconcept from the (domain-specific)nterpretationwhich
would renderits applicationin automatedoroof planningconsider
ably more difficult, it doesnot provide an adequate basisfor argu-
mentationabou humanproblem-sohing.

6.3 An Example—the Steamoller Proof

In ourrunningexample thegeneaal coneeptunderlyingthe problem-
solvingprocesss thereductionof alternatives Therelevanceof this
conceptbecanesapparehfrom the relationbetweerthe theoremto
be proved andthe formulation of the major pieceof knowledgein-
troducedn the problemdefinition. While theformer statesaneating
relationbetweertwo animals thelatterspecifiesalternatve possibil-
ities for the eatinghabitsof animals.Oncethe statgic value of the
crucial problem-solvingconceptis recogrized, the questionarises
how it canbe appliedin the given case.Sincethe alternatves are
directly encapslatedin arule, it is advisableto simply instantiate
this rule sothatit becanesevidentwhich of the alternatvesis true
andwhichis falsefor aconcretanstantiationHowever, actuallyper
forming the instantiationmay imposedifficulties on a personunex-
periencedn problem-solvilg, sincetherearefive animalsin thecon-
text andeachof themis a candichtefor instantiatingthe two slotsin
the domainrule in question.In orderto avoid exhaustive searching
wheneer possible anothemgenaal problem-solvingorinciplecanbe



System: How do you proposeto solve thatproblem?
User: | donotknow.

System: In orderto obtainmoreinformation,you shouldtry to
resolhe undedded alternatves.Canyou identify wherethey
are?

User: Theeatinghabitsof theanimals.
System: Exactly Canyou find outabou some?

User: | shouldlook at that longish rule, but | do not know
whereto start.

System: Thisrefersto animals sowhatanimals?
User: Any pairmayberelevart.

System: Look more closely at the rule about their eating
habits.

User: Oneof themmustbe muchsmallerthanthe other
System: Perfect.Canyou namesucha pair?
User: Thefox andthebird.

Figure8. Fragmenbf atutorial dialog aboutfinding a proof.

taken into accourn, namely”look for mostplausibleinstantiations
first”. The key for establishinga preferenceamongall candidates
liesin therelation’much smallerthan” which musthold betweerthe
two animalsreferredto in the centralaxiom. Throughthis relation,
morethanhalf of the possiblecombinationsareexcluded. It is even
morethanthatsincethe relation”"much smallerthan” is interpreted
in a non-transitve way in the Steamrollemproblem,otherwisethere
would be multiple solutions Altogether lessthana handul of com-
binationsremain which canbetestedn turn.Carryingouttheseests
amountsto applying ND inferenceswhich dependsn the structure
of instantiatedsubclauss. For rulesof comparale compleity asthe
centralaxiomin the Steamrollemproblem,an unskilled personmay
requireargumentatie suppat aswell. In particular testingthis rule
with theinstantiationsfox’ and’bird’ mayturn outto be difficult —
it is notknown a priori whetheror notthe fox eatsgrain,hencepoth
eatingoptionsfor the fox mustbe maintainedat first. It is only the
indirectcluefrom examiningthe eatinghabitsof thewolf which clar
ifies the factthatthe fox doesnot eatgrain. Appropriatearguments
aboutguidingthe searchn suchasettingwill certainlybe profitable
for astudent.

Finally, we illustratethe functionality of this broaderagumenta-
tion by a fragmentof aninteractize constructionof the proof to the
Steamrollerproblem,in a tutorial environment, exemplified by the
hypotheticaldialogin Figure8.

The systemstatementsn this corversdion are,in fact,not proper
argumentationshut somekind of hints.However, in orderto produce
thesehints, relying on an argumenative basisas outlined above is
absolutelynecessanHence,putting theseextensiors to live is very
likely to improve dialog capatliliti esin tutorial ervironmerts in an
essentialvay.
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7 Conclusion

The analysisof humanproof explanaions shows that certainlogi-
calinferencesareonly corveyedimplicitly draving onthediscourse
contet anddefault expectationsMoreover, differentsyllogismscall
for different presentatiorstratejies to accowt for human perfor
mance.In this pape, we proposedthe partial assertionevel asan
appropriateaepresentationf proofsto planthe contentof an expla-
nationanddifferentdegreesof explicithessandcondensation.Then,
drivenby theunfoldingdialog,areactve plannerallows for aninter
active, useradaptve navigationthrough the proofs.

Sofar we have implementedPrex and sometools for mediating
betweenrlevels of abstractionWe are currentlyinvestigatingmanip-
ulationsof the proof structureto realizedifferentdegreesof explicit-
nessWewill soonincorporatehiswork into anewly startingproject
on dialog-orierted tutoring systems Moreover, we believe that our
approachalsoprovesusefulfor agumentatie dialogsystemsn gen-
eral.
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Ar gumentative Deliberation for AutonomousAgents

Antonis Kakas and Pavlos Moraitis!

Abstract.  This paper presentsan argumentationbasedframe-
work, developedasan extensionof an existing framework for non-
monotorc reasoningin orderto suppat anagents selfdeliberation
process.The framework allows the agentto draw conclusiors tak-
ing into accountin a naturalway a given preferencepolicy. After
developing the agumentationframevork we examinetwo genera
case®f suchagumentatie deliberation:(a) undera preferencepol-
icy thattakesinto accountherolesagentscanhave within acontet
pertainingto an ervironmert of interactionand (b) unde a prefer
encepolicy for thecurrentneedf theagentemeging from his pro-
file. In the first casewe apply the agumentatre deliberationmodéd
within a simple agentinteractionscenariowhereeachagents self-
deliberationdeterminesaccordingto his own policy, his positionat
eachstepof theinteractionprocesslin the secondcasewe apply the
frameavork to model motivational factorsthat apparetly drive hu-
manbehaiors andthereforecandefineagentpersomlities. Agents
will thussimilarly, asit is claimedin psychologcal literaturefor hu-
manbeings choseatany momento pursuethosegoalsthataremost
compatiblewith their currentmotivations.
Theproposedagumentatiorframevork allows usto definepolicy
preferencest differentlevels of deliberationresultingin modular
representationsf the agents knowledgeor personéity profile. This
high degree of modularity gives a simple computationaimodel in
which the agents deliberationcanbe naturallyimplemented.

1 Intr oduction

Argumentatiorhashad a renaved interestin Artificial Intelligence
with severalrecentworks studyingits links to variousproblemssuch
asthe formalizationof law, non-morotonic and commonsenseaea-
soning,agentdeliberationand dialogueand others.Abstractframe-
works of agumerntationarevery powerful asthey canencodemary
different problemsbut they facethe challengeof doing soin a di-
rectand naturalway that at the sametime is amenale to a simple
computatiol model.

In this paper we study an argumentationframework developed
overthelastdecadeasaresultof aseriesof studieq12, 8, 7,11, 10,
6] on thelinks of agumentatiorto non-morotonic reasoningThis
framework, calledLogic Programmingwithout Negationas Failure
(LPwNF), was propcsedoriginally in [10] and canbe seenasa
realizationof the more abstractframeworks of [7, 4]. The abstract
attackingrelation,i.e. its notion of amgumentand courter-argument,
is realizedthrouch monotoric proofsof contraryconclusics anda
priority relationon the sentenes of the theory that malke up these
proofs. We extend the framework, following the more recentap-
proachof otherworks[23, 5] to allow this priority relationandthus
the attackingrelationto be dynamic, making the framevork more
suitablefor applications.

We claim thatthis extendedargumentatiorframework is a natural
argumentationframevork. But how shouldwe definethe naturality
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of anargumentatiorframevork? To do sowe cansetthe following
desideratdor naturality:

o theframeavork mustbe simpleemplgying a smallnumbe of basic
notionse.g.a uniform single notion of attackbetweeramguments

e theencodng of a problemwithin the framavork mustbe directly
relatedto the high-level specificatiorof the problem

o the representationsf problemsmustbe modular, with changs
in the problemaccommodted|ocally within the agumentation
theory

e theargumentatie reasoniig andits compuationmustbe modular
andlocal to the problemtaskor queryat hand

Thesepropertiesare motivated from the perspetive of a viable
computationamodelof agumentationThis list of desiteratds not
meantto be a completelist but ratherthatthesearegoodproperties
thatonewould expectfrom a naturalargumentatiorframework. Ul-
timately, the bestcriterionof the naturalityof aframework is thetest
whetherit canbe applied,exhibiting the abave propertiesto cap-
ture differentforms of naturalhumanargumentatie reasoninghus
formalizing naturalbehaiour.

For this reasorafter developing our algumentatiorframeavork we
testthis by studyingin detail how it canbe usedto captureagent
deliberationn adynamicexternalenvironmert. In particulay we ex-
aminetwo problems:(a) agumentatie deliberationof an agentac-
cordingto a given decisionpolicy on a domainof interestthattakes
into accounttherolesfilled by the agentsandthe context of the ex-
ternal ervironment, and (b) argumentatie deliberationof an agent
abouthis needsaccordingto a metatheory of "persondity” related
preferences.

In this work, we adoptthe ideathat an agentis compose of a
setof moduleseachof thembeingresponsibldor a particularfunc-
tionality, andall togetherimplementingthe agents overall behaior
(e.g.problemsolving, cooperationcommunicationetc.). Therefore
we considerthatthe propssedargumentatie deliberationmodelcan
beusedin orderto implementthevariousdecisionmakingprocesses
neededby differentmodulesof an agent.For example,the decision
for the choiceand achiezementof a goal (within the problemsolv-
ing module)or thedecisionfor the choiceof theappropiate partners
accordingto a specificcoopeation protocol (within the cooperation
module),etc.

Over the last few yearsamumentationis beconing increasingly
importantin agenttheory Several works have proposedargumen-
tation modelsin the multi-agentfield [28, 27, 21, 16, 3, 1, 2].
Our work canbe seenasbringing togetherwork from [27, 2] who
have suggestedthatrolescanaffect an agents agumentationgspe-
cially within the context of a dialogue,andwork from [23, 5] who
have showvn the needfor dynamicprioritieswithin anargumentation
frameavork whenwe want to apply this to formalize law and other
relatedproblems.In this paper we put togethertheseideaspropos-
ing a new argumentatiorframenork for agentdeliberationobtained
by extending the agumentationframenork of (LPwNF') [10, 6]
to include dynamicpriorities. We alsoemploy a simpleform of ab-
ductionto dealwith the incompletenesand evolving natureof the



agents knowledge of the externalenvironment.

We shav how our frameavork can encompssthe influencethat
the differentrelative roles of interactingagentsand the context of
the particularinteractioncanhave on the deliberationprocesf the
agentsRolesandcontet definein a naturalway dynamicpriorities
ontheamgumentatie decisionrulesof the agentat two differentlev-
elsin thedeliberatiorprocessTheseprioritiesarerepresentedithin
the overall agumentatiortheory of the agentin two corresponihg
modularparts.The useof this agumenative deliberationframenork
is demonstrateavithin aninteractionprotocolwherethe agents de-
liberationhelpshim to decidehis position.

Our use of the sameamumentationframevork to modd agen
motivationsandthroughthat, agentpersonéities, is inspiredby the
classicalwork of Maslow [17] in which he setsup a theory of hi-
erarchyof humanneed (physiologcal, safety affiliation, achieve-
ment,learning)corresponihg to motivational factorsthatdrive hu-
manbehaior. Accordingto this theoryhumanbeings conside their
unsatisfiecheedsn anorderanddecideto satisfyfirst thosethatare
lower (andhencemoreimportant)in the hierarchybeforeconsider
ing higherneedsIn the agentliterature,Maslon’s theoryis already
usedby [18, 19] for guidingthe behaior of deliberatve andreactve
agentsin variousunpredictabe ervironmerts. To our knowledge our
work is thefirst timewhereargumentations usedto modelMaslon’s
hierarchyandothersimilaragentpersonalitiesvherethe mechanism
for choosingwhich needto addressext is carriedout via a process
of agumentatie deliberation.

Section2 presentsheextensionof the basicagumentatiorframe-
work of LPwNF with dynamic priorities. It also gives the basic
concefs of rolesandcontext andhow thesearecapturedhroughdy-
namicprioritiesin argumentationSection3 studiesa simpleinterac-
tion protocolbasedbn argumentatre deliberation Sectiord presents
how we modelwithin our algumentatiorframework a hierarchyof
needxf anagentandhow thesearechoservia agumenative delib-
eration.Section5 discusseselatedandfuturework.

2 Argumentative Deliberation

An agenthashis own theoryexpressinghe knowledge underwhich
he will take decisions.This decisionprocessneedsto compareal-
ternatvesandarrive at a conclusionthatreflectsa certainpolicy of
theagen. In this papemwe formalizethis type of agentreasoningria
argumentatiorwherethedeliberationof anagentis capturedhrough
anargumentatie evaluationof algumentsandcourter-arguments.

Thereareseveral framenorks of argumentatiorproposel recently
(e.g.[22, 4]) thatcould be adoped for formalizing anagents delib-
eration.Wewill usetheframewvork presentedn [10, 6], calledLogic
Programmingwithout Negationas Failure (LPwN F') (Thehistori-
cal reasondor this namearenot directly relevantto this paper).We
briefly review this framework andthenstudyits extensionneeddto
accommodterolesandcontext in agumerntative deliberation.

In LPwNF anon-maotonicargumentatiortheoryis viewed as
a pool of sentencegor rules)from which we mustselecta suitable
subsetj.e. anargument,to reasorwith, e.g.to suppat aconclusion
Sentencesn a LPwNF theory are written in the usual extended
logic programminglanguaye with an explicit negation, but without
the Negation as Failure (NAF) operator We will often refer to the
sentencesf atheoryasargumentrules.In addition,theserulesmay
be assignedocally a "relative strength”througha partial ordering
relation.For example,we mayhave

fly(X) « bird(X) - fly(X) < penguin(X)

bird(X) <+ penguin(X) bird(tweety)

with an orderingrelation betweenthe rulesthat assignshe second

(
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rule higherthanthe first. This theory captureshe usualexampleof
"flying birds” with its exceptions,without the use of explicit qual-
ifications of the defaut ruleswith abnamality conditions.We can
concludethattweety flies sincewe canderive this from thefirst rule
andthereis no way to derive - fly(tweety). We have anargument
(i.e. a proof) for fly(tweety) but no agumentfor - fly(tweety).
If we addto the theory penguin(tweety) thenwe canderive both
Ffly(tweety) and —fly(tweety) - we have an agumentfor ei-
therconclusion But in the non-maotonicargumentatiorsemantics
of the theorywe canonly conclude - fly(tweety). This overrides
fly(tweety) sincetheargumenthatderives— fly(tweety) contains
the secondrule which is designatedhigherthanthe first rule which
belongsto the agumentthat derives fly(tweety). We saythatthe
argumentfor - fly(tweety) attacks the agumentfor fly(tweety)
but not vice-versa.ln generalthe agumentation-bsedframenork
of LPwNF is definedasfollows.

Definition 1 Formulae in the background logic® (£, ) of the
framework are definag as L «+ Li,...,L,, whee L,Lq,...,L,
are positiveor explicit negativeliterals. Thederivabilityrelation, +,
of thelogic is givenby the singleinferencerule of modusponens

Togethemwith the setof sentencesf atheory 7, we aregivenan
orderingrelation < on thesesentencegwhere¢ < v or < (¢, )
meanghat¢ haslower priority thans)). Therole of the priority rela-
tion is to encoddocally therelative strengthof agumert rulesin the
theory Therelation< is requiredto beirreflexive.

Definition 2 Anargumentationtheory (7, <) is a setof sentences
T in L togetherwith a priority relation < onthesentencesf 7. An
argumentfor aliteral L in atheory (7, <) is any subsebf T that
derivesL, T + L, underthebadkground logic.

In generalwe canseparateut a partof thetheory 7, C 7T (e.g.
the lasttwo rulesof the exampleabore) and considerthis asa non-
defeasiblgpartfrom which ary argumentrule candraw information
thatit might need.The notion of attackbetweerargumentsin athe-
ory 7 is basedon the possibleconflicts betweena literal L andits
explicit negation—L andonthepriority relation< on 7.

Definition 3 Let (T, <) be a theoryand T, 7" C 7. ThenT’ at-
tacks T (or T is a counter argument of T') iff there exists L,
Ty CT andT> CT s.t.

(I) Tl }_min L andT2 }_min -L

i) Ar'eT,rehhstr'<r) = (I en,reTstr<r).

HereT Fmin L meanghatT + L underthebackgoundlogic and
that L cannot be derived from ary prope subseif T'. The second
conditionin this definition statesthatan argumentT” for L attacks
anargumentT’ for thecontraryconclusiononly if thesetof rulesthat
it usedgto prove L areatleastof the samestrength(unde the priority
relation <) asthe setof rulesin T' usedto prove the contrary Note
thatthe attackingrelationis not symmetric.

Using this notion of attackwe thendefinethe centralnotionsof
an admissibleargumentof a given theory and the non-monotonic
argumentatiorconseqencerelationof a giventheoryasfollows.

Definition 4 Let (7, <) beatheoryand T a subsetof 7. ThenT
is admissibleiff T is consistenandfor anyT’ C 7 if T' attacksT
thenT attacksT”.

Definition5 LetT = (T, <) beatheoryand L a grourd literal.
ThenL is acredulous(resp skeptlcal) consequencefT iff L holds

2 The backgrcund Ioglc of thls argumentazon frameNork canbe repla:ed
with ary monotont first orderlogic.



2.1 Rolesand Context

Agentsarealwaysintegratedwithin a (social) ervironmert of inter
action. We call this the contet of interaction.This determinege-
lationshipsbetweenthe possiblerolesthe differentagentscan have
within the ervironment.We consideyin line with muchof theagen
literature, (e.g. [20, 30]), a role as a setof behaiour obligations,
rightsandprivilegesdeterminingits interactionwith otherroles.

Generallythe substancef rolesis associatedo a defaultcontext
thatdefinessharedsocialrelationsof differentforms (e.g.authority
friendship,relationshipetc.)andspecifieghe behaiour of rolesbe-
tweeneachothers.Consequntly, it implicitly installsa partialorder
betweenrolesthat can expressegreference®f behaiour. For in-
stancan thearmy context anofficer givesordersthatareobeyed by
asoldier orin aeverydaycontext werespondn favourmoreeasilyto
afriendthanto astrangerHowever, adefaultcontext thatdetermines
thebasicrolesfilled by theagentds nottheonly ervironmentwhere
they couldinteract.For examge, two friendscanalsobe colleagues
or anofficer anda soldiercanbe family friendsin civil life. There-
fore we considera secondlevel of contet, called specificcontet,
which canoverturnthe pre-imposedby thedefault context, ordering
betweerrolesandestablisha differentsocialrelationbetweerthem.
For instancethe authorityrelationshipbetweeran officer anda sol-
dier would changeunder the specificcontext of a socialmeetingat
homeor the specificcontext of treasorby the officer.

2.2 Argumentation with Rolesand Context

In orderto accommodtein an agents algumentatie reasoninghe
rolesand contet asdescribedabose we can extend the framevork
of LPwNF so that the priority relationof a theoryis not simply
a staticrelation but a dynamicrelationthat capturesthe non-static
preferencesssociatedo rolesandcontect. Thereis a naturalway to
do this. Following the samephilosoply of approachasin [23], the
priority relation canbe definedas part of the agents theory 7 and
thenbe giventhe sameargumentatiorsemanticalongwith therest
of thetheory

We distinguishthe partof thetheorythatdefinesthe priority rela-
tion by P. Rulesin P have the sameform asary otherrule, namely
L+ La,...,L, wherethe headL refersto the higherpriority re-
lation, i.e. L hasthe generalform L = h_p(rulel,rule2). Also
for ary groundatom h_p(rulel, rule2) its negationis denotedby
h_p(rule2, rulel) andvice-versa.For simplicity of presentationve
will assumehatthe conditionsof ary rule in thetheorydo notrefer
to the predicateh_p thusavoiding self-referenceroblems We now
needto extendthe semantiadefinitionsof attackandadmissibility

Definition 6 Let (7,P) be a theory T,7° C T and P,P' CP.
Then(T’, P") attacks (T, P) iff there existsa literal L, Ty CT",
T, CT,PLCP andP, CPsit.:

(i) Th U Pi bin LandTs U Po bppin =L
(i) ' ennUPL,re bUP,sStTUPFhp(r,r')) = (I e
TiUP,reToUP,stT' UP' +hp(r,r)).

Here,when L doesnotreferto h_p, T U P i, L meansthat
T Fmin L. This extendeddefinition meansthat a compositeargu-
ment(T”’, P') is a counterargumentto anothersuchargumentwhen
they derive a contraryconcluson, L, and (7" U P') makestherules
of its counterproof at least"as strong” asthe rulesfor the proof by
theagumentthatis underattack.Notethatnow the attackcanoccur
onacontraryconclusionL thatrefersto the priority betweerrules.
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Definition 7 Let (7,P) be a theory T CT and P CP. Then
(T, P) is admissibleiff (T' U P) is consistentind for any (T”, P")
if (T", P') attacks (T, P) then(T, P) attacks (1", P').

Hencewhenwe have dynamicpriorities, for anobject-level agu-
ment(from 7') to beadmissiblat needgo take alongwith it priority
amgumentgfrom P) to male itself atleast”as strong” asthe oppos-
ing counterarguments. This needfor priority rulescanrepeatitself
whentheinitially choseronescanthemselesbeattaclked by oppos-
ing priority rulesandagainwe would needto make now the priority
rulesthemselesat leastasstrongastheir opposingones.

Let us illustrate this extendedform of argumentatie reasoning
with an exampleadaptedrom [23]. In this example,we aretrying
to formalisea pieceof legislationthat refersto whetheror not we
shouldmodify anold building. In the first part;7, of the theorywe
have the object-level law thatrefersdirectly to this particulartopic:
r1(X) : ~modify(X) < protected(X)
r2(X) : modi fy(X) < needs_repair(X)

In addition,we have a theoryP thatrepresentshe priorities be-
tweenthese(and other)laws ascapturedoy anothe (moregeneral)
partof thelaw thatdealswith therelative strengthof differenttypes
of regulations:
171(Lq, L) : hop(Le(X), Ly (X)) < art_protect_law(Lq (X)),
planning_law(Ly (X))
r72(Lq, L) : hop(Le(X), Ly (X)) < art_protect_law(Ly(X)),
preservation_law(Ly (X))
rra(rre,rr1) : hop(rra(La (X)), Ly(X)), rr1(La(X), Ly (X)))
dangerous(X).

Thefirst of thesestatesthata law for artistic protectionis gener
ally strongerthana planring law whereaghe secondsaysthata law
for the presenration of anold building is generallystrongerthanan
artistic protectionlaw. Thethird statemenstipulateshatin the par
ticular caseof abuilding thatis dangeros to the public thenthelaw
that gives higher priority to preseration laws over artistic protec-
tion lawsiis strongerthanthe law thatgiveshigherstrengthto artistic
protectionlaws over planninglaws.

Wealsohavein thenondefeasiblgart7, of thetheorysomegen-
eralinformationon the type of theselaws togethemwith information
on aparticularcasefor avillao:
preservation_law(ra(X)) <+ serious-damage(X)
art_protect_law(r1(X)) planning law(rz(X))
protected(villao) needs_repair(villag)
serious_damage(villag) dangerous(villao).

Should we modify wvillap or not and hov do we amgue
the case for our conclusior? We have two conflicting object-
level arguments relating to the modification of wvillag. These
are A1 = ({ri(villao)}{}) for -modify(villag) and Ay =
({r2(villao)}{}) for modify(villag). We can strengthenthese
arguments by adding priority rules in them. If we extend
Ar to A} (A1, {rri(r1(villag), r2(villag))}) then for
A, to attack back A'l it needsto extend itself to A;
(Aa, {rra2(r2(villao), r1(villag))}). Now these extendel amu-
mentshave anotherconflict on the priority betweenthe objectlevel
rules r1, 7o, i.e. on h_p(ri(villao), r2(villao)). Ay and A, at-
tack each other on this. But A; can strengthenits argumentfor
h_p(ra(villag), r1(villag)) by addingin its priority rulesthe rule
{rra(rra,rr1)}. In fact, if we consicer the attack on A'l given
by ({}, {rr2(r2(villag), ri(villao)), rr3(rre,rr1)}) thereis no



way to extend A'l so that it attacksthis back. Hence A'l (and
Ay) is not admissible.We only have admissiblesetsthat derive
modi fy(villag) andhencethis is a skepticalconclusion

Thisexampleillustratesin particularhow we cantake into accourt
therelative strengththatdifferenttypesof law have onthereasoning
Thetypesof law actasroleswith relatve importancewvhichdepenls
ontheparticularcontext underwhich we areexaminingthe case.

We cannow defineanagents agumentatiortheoryfor describing
his policy in anernvironmentwith rolesandcontext asfollows.

Definition 8 An agent’s argumentative policy theory or theory,
T,isatriple T = (T,Pr,Pc) whee therulesin T do not refer
to h_p, all therulesin Pg are priority ruleswith headh_p(r1,r2)
st.ri,ro € T andall rulesin P¢ are priority rules with head
hp(R1,R2) s.t.R1,R2 € PrUPc.

Wethereforehave threelevelsin anagentstheory In thefirstlevel
we have therules7 thatreferdirectly to the subjectdomainof the
agent.We call thesethe Object-level Decision Rules of the agent.
In the other two levels we have rules that relateto the policy un-
derwhich theagentuseshis object-level decisionrulesaccordingto
rolesandcontet. We call therulesin Pr andP¢, Role (or Default
Context) Priorities and(Specific)Context Priorities respectiely.

As anexample considetthefollowing theory7 representingpart
of) the object-level decisionrulesof anemployee in a compaty.
r1 : give(A, Obj, A1) < requests(Ai, Obj, A)
ro 1 mgive(A, Obj, A1) <+ needs(A, Obj)
r3 : ~give(A, Obj, As) < give(A, Obj, A1), As # Aj.

In addition, we have a theory Pr representinghe generaldefault
behaiour of the codeof contactin thecompay relatingto theroles
of its employees:arequesfrom asuperiolis in generaktrongerthan
an employee’s own need;a requestfrom anotheremplo/ee from a
competitordepartments in generalwealer thanits own need.(Here
andbelonv we will usecapitalsto namethe priority rules but these
arenotto bereadasvariables).

Ry : hop(ri(A, Obj, A1), r2(A, Obj, A1)) < higher_rank(A1, A)
Ry : hop(r2(A, Obj, A1), r1(A, Obj, A1)) < competitor(A, A1)
R3 : h_p(r1(A,Obj, A1), r1(A, Obj, A2)) < higher_rank(A;, As)
Betweenthe two alternatves to satisfy a requestfrom a superior
from a competingdepartmenor not, thefirst is strongerwhenthese
two departmentarein the specificcontext of working togetheron
a commonproject.On the otherhand,if we arein a casewherethe
employee who hasan objectand needsit, needsthis urgently then
s/hewould preferto keepit. Suchpolicy is representedt the third
levelin Pc:

C1: hp(R1(A,Obj, A1), R2(A, Obj, A1)) + common(A, Obj, A1)

Cs2 : h-p(R2(A, Obj, A1), R1(A, Obj, A1)) + urgent(A, Obj).
Note the modularityof this representatiori-or example,if the com-
pary decidesto change its policy "that employeesshouldgenerally
satisfytherequest®f theirsuperiors'to applyonly to thedirectman-
agerof anemployeewe would simply replaceR; by thenew rule Ry
without alteringary otherpartof thetheory:
Ry : hop(ri(A, Obj, A1), r2(A, Obj, A1)) + manager(Ay, A).
Considernow a scenariowhere we have two agentsag: and
ag> working in competingdepartmets and that ag. requestsan
object from ag;. This is representedby extra statementsn the
non-defeaible part, 7o, of the theory e.g. competitor(agz,agi),
requests(ags, obj, agi). Shouldag, give theobjectto ag: or not?
If ag1 doesnot needthe objectthen,thereareonly admissiblear-
gumentsfor giving the object,e.g. Ay = ({r1(ag1,0bj, ag2)}, {})
and supersetsof this. This is becausethis does not have ary
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counterargument as there are no agumentsfor not giving the
object since needs(agi,0bj) doesnot hold. Supposenow that
needs(ag1, obj) doeshold. In this casewe do have an agument
for not giving the object,namely Ay = ({r2(ag1, obj,ag2)}, {})-
This is of the samestrengthas A; but the argumentA'z, formed
by replacing in A, its empty set of rules of priority with
{R2(r2(ag1,0bj,ag2), r1(ag1,0bj, ag2))}, attacksA; andary of
its supersetbut not vice-versa: R, giveshigherpriority to therules
of A, andthereis no setof priority ruleswith which we canex-
tend A; to give its object-level rules equal priority as those of
A». Hencewe conclude skeptically thatag: will not give the ob-
ject. This skeptical conclusionwas basedon the fact that the the-
ory of ag; cannotprove thatags is of higher rank than himself.
If the agentlearnsthat higher_rank(ag2,ag:1) doeshold then Ay
and A'l, obtainedby adding to the priority rules of A; the set
{R1(r1(agi,0bj,ag2), r2(ag1,0bj, ag2))}, attackeachother Each
oneof theseis an admissibleargumentfor not giving or giving the
objectrespectiely andsowe candrav bothconclusimscredulously

Suppose that we also know that the requestedobject is
for a common project of ag: and ag2. The agument A; is
now not admissible since now it has another attack obtained
by adding to the priority rule of A'l the extra priority rule
C1(R1i(ag1, obj, ag2), R2(ag1,0bj, ag2)) thus strengtheningits
derivation of h_p(r1,r2). Theattacknow is on the contraryconclu-
sion h_p(r1,r2). In otherwords, the amgumentatre deliberationof
theagenthasmovedonelevel up to examinewhatpriority would the
differentroleshave, within the specificcontext of acommonproject.
A; canna attackbackthis attackand no extensionof it exists that
would strengtherits rulesto do so. Hencethereare no admissible
amgumentsfor not giving andag; draws the skeptical conclusionto
give theobject.

We have seenin the abose examplethatin several caseshe ad-
missibility of anagumentdepend on whethernwe have or not some
background informationaboutthe specificcasein which we arerea-
soning.For example,ag: maynothave informationonwhethertheir
two departmentsirein competitionor not. This meanshatag: can-
notbuild anadmissibleargumentfor not giving the objectashecan-
not usethe priority rule R, thatit might like to do. But this infor-
mationmaybejust unknownandif ag: wantsto find away to refuse
the requesthe canreasonfurtherto find assumption relatedto the
unknowninformation underwhich he can build an admissiblear
gument.Hencein this examplehe would build an agumentfor not
giving the objectto ag. thatis condtional on the factthatthey be-
long to competingdepartmentsFurthermorethis type of informa-
tion may itself be dynamicand chang while the restof the theory
of the agentremainsfixed, e.g.ag: may have in his theorythatag-
belongsto a competingdepartmenbut he hasnot yet learnedthat
ag» haschangeddepartmenbor that his departmenhis no longera
competingone.

We canformalizethis conditionalform of argumentatie reason-
ing by definingthe notion of supportinginformationandextendng
argumentatiorwith abduction on this missinginformation.

Definition 9 LetT = (T, P) beatheory and.A a distinguishedset
of predicatesin the language of the theory called abducible predi-
cates.Givena goal G, a setS of abdcible literals consistenwith
thenon-defeasile part 7o of 7', is calleda strong (resp.weak) sup-
porting evidencefor G iff G is a skeptical (resp.creduous) conse-
quenceof (7 U S, P).

Thestructureof anargumentcanalsobe generalizedasfollows.



Definition 10 LetT = (7,P) be a theoryand A its abducible
predicates.A supported argumentin 7" is a tuple (A, S), whee

S is a setof abducibleliterals consistenwith 7o and A is a setof

argumert rulesin T', which is notadmissiblen T, but is admissible
in thetheory(7 U S, P). We saythat S suppats theargument A.

The supporting information expressd through the abducibles
predicategefersto the incompleteand evolving information of the
externalenvironmentof interaction.Typically, this informationper
tainsto the contet of the ervironmen, the rolesbetweenagentsor
ary otheraspecbf the environmentthatis dynamic.We will seein
section3 how agentscan acquireand/orvalidate suchinformation
throughan interactionprotocd wherethey exchange missinginfor-
mation.

Giventheabove framenvork theargumentative deliberation of an
agentcanbeformalizedvia the following basicreasoningunctions.

Definition 11 Let Ag be an agent, T' his argumentationtheory G
a goal and S a setof suppating information consistentwith 7.
Thenwe saythat Ag deliberateson G to produces®?, denotedby
deliberate(Ag, G, S; s*7), iff s*9 # {} is a strong supmrting evi-
dencefor G in thetheoryT U S. If s*9 = {} thenwe saythat Ag
accepts7 underT' U S andis dendedby accept(Ag,G,S) Further-
more, givenan opposinggoal G (eg —G) to G and s’ producel by
delibemtion on G, i.e. that deliberate(Ag, G, S; s') holds,we say
that s is suppating evidencefor agent Ag torefuseG inT U S.

2.3 Modularity and Computation

As mentione&l above, the proposedramevork allows moduar rep-
resentation®f problens wherea changein the policy of anagen
canbeeffectedlocally in histheory Thefollowing resultsformalize
someof the propertiesof modularityof the framework.

Proposition12 Let A be a setof argumentsthat is admissiblesep-
aratelywith respetto thetheoryTi = (7, Pr1, {}) andthetheory
Ty = (T, Pr2,{})- ThenA is admissiblewith respectto the the-
oryT = (T, Pr1 UPr2, {}). Similarly, wecandecompseP¢ into
Pc1 andPes.

Proposition13 Let A bea setof argumerts thatis admissiblewith
respecto thetheoryTy = (T, Pr, {}). Supmsealsothat A is ad-
missiblewith respecto T> = (T U Pr, {}, Pc). ThenA is admis-
siblewith respecto T' = (T, Pr, Pc).

Thelaterpropositionshows thatwe canbuild anadmissibleargu-
mentA = (O, R) by joining togetheran object-level agumentO
togethewith a setof priority rules R thatmakesO admissibleandis
itself admissiblewith respecto the higherlevel of context priorities.
Theseresultsprovide the basisfor a modularcomputationamodéd
in termsof interleaving levelsof admissibilityprocesssonefor each
level of agumentsn thetheory

In generalthe basicLPwN F hasa simpleandwell understod
computatiorl model[6] thatcanbe seenasa realizationof a more
abstractcompuational model for agumentation[14]. It hasbeen
successfullyused[13] to provide a compuational basisfor reason-
ing aboutactionsandchang. The simple agumeration semantics
of LPwNF, wherethe attackingrelation betweenargumentsde-
pendsonly on the priority of therulesof atheory givesusa natural
"dialectical” proof theory for the framavork. In this we have two
typesof interleaving derivationsonefor consideringthe attacksand
onefor counterattackingtheseattacks The proof theorythenbuilds
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anadmissibleargumentfor a given goal by incrementallyconsider
ing all its attacksand,wheneer an attackis not counterattacled by
the agumentthatwe have build sofar, we extendthis with otherar
guments(rules) so thatit doesso. This in turn may introducenewn
attacksagainstit andthe processs repeated.

The priorities amongstthe rules help us move from one type of
derivation to the othertype e.g.we needonly conside attacksthat
comefrom rules with strictly higher priority than the rulesin the
argumentthat we are building (as otherwisethe agumentthat we
have sofarwill sufiice to counterattacktheseattacks.)-or the more
generafframavork with dynamicprioritieswe apply the sameproof
theory extended so that a derivation can be split into levels. Now a
potentialattackcanbe avoided by ensuringthatits rulesare not of
higherpriority thantheargumentruleswe arebuilding andhencewe
move the computatioronelevel up to attacksandcounterattackson
the priorities of rules. This move onelevel canthenbe repeatedo
bring usto athird level of computation.

This extendedproof theory has beenimplementedand usedto
build agentsthat deliberatein the faceof complete(relevant) infor-
mationof their ervironments.We arecurrentlyinvestigatinghow to
extendthisimplementatiorfurtherwith (simpleformsof ground)ab-
duction, requiredfor the compuation of supporting evidencein the
faceof incompleteinformation abou the ervironment, using stan-
dardmethodsrom abductve logic programning.

3 Argumentation basedAgent Interaction

In this section we studythe useof the agumentatie deliberationof
an agent,definedabove, within a simpleinteractionprotocolwhere
two agentsaretrying to agreeon somegoal, asan exampleof how
this agumentatiorframenork canbe usedwithin the differentdeci-
sion making processe®f an agent.In our study of this we will be
mainly interestechow agentscanusetheir agumentatre delibera-
tion in orderto decidetheir position at eachstepof the interaction
process We will not be concernd with the conversationprotocol
supportingthe agentinteraction.

Eachagentbuilds his reactionaccordng to his internalalumen-
tative policy theory his currentgoal and other supportinginforma-
tion aboutthe external ervironmert that he hasaccumdated from
the otheragent.This extra supportinginformationis build gradually
duringtheinteractionandit allows anincrementabeliberatiorof the
agentsasthey acqure moreinformation.

In the specific interaction protocol that we will consider each
agentinsistsin propasing his own goal aslong as his deliberation
with his theoryandthe accumulateduppaoting information (agreed
by the two agentssofar) producesew supportingevidence for this
goal, suitableto corvince the other agent.The first of the two in-
teractingagents,who is unableto produe a nen suchsupprting
evidence,aban@nshis own goalandsearchesor supportinginfor-
mation,if arny, unde which he canaccepthe goalof the otheragent
(e.g.a selleragentunableto find anotherway to suppat his high
priceconsidersellingatacheapprice,providedthatthe buyerhasa
regular accoun and payscash).In sucha case|f therecever agent
canendorsehepropsedsupprtinginformationtheinteractionends
with anagreemenbn this goalandthe suppating informationaccu-
mulatedso far. Otherwise,if the recever refusessomeof the pro-
posedsupmrting informationthe sendertakesthis into account and
triesagainto find anothemway to support the goal of the otheragent.
If thisis not possiblethentheinteractionendsin failureto agreeon
acommongoal.

Thefollowing algorithmdescribeshe stepsof theinteractionpro-



cesspresentedbove. Let usdenoteby X andY thetwo agentsby
GX,GY theirrespectie goals by Stheknowledge accumuateddur-
ing theinteractionexchangesandby s, s¥ thevarioussupportghat
theagentgyeneratén their deliberationNotethatwhenG*, G* are
opposig goalsary supportingevidencefor one of thesegoalsalso
formsareasorfor refusingthe othergoal.

Besidegheargumentatie functionsdeliberate andaccept given
in the previous section,we needthree more auxiliary functions,
which are external to the agumenative reasoningof an agentand
relateto otherfunctionsof the agentin the presentinteractionpro-
tocol. Thefunctionpropose(Goal, e;, s;) is usedby a senderagert
to determinewhatinformationto sendto the otheragent:Goal is a
goalpropod,e; is theevaluationby thesendeof thesuppating in-
formations; sentto him in the previous stepby the otheragent,and
s; is anew supportingevidenceproducedby the deliberationfunc-
tion of thesenderThefunctionevaluate(Ag, s;) prodicese; where
each(abducibleliteral in the supportinginformations; mayremain
asit is or negatedaccordingto someexternal processof evaluation
of thisby anagentAg. Thefunctionupdate(S, e) updatesthrough
an external mechanismthe accumulatedsuppating information S
with the new informatione consistingof the agents evaluation of
the suppating evidencesentby the otheragentandthe evaluationof
his own suppating informationby the otheragent.

As describedabove, theinteractionprotocolhastwo phasesPhase
1 whereeachagentinsistsonits own goalandPhase wherethey are
trying to agreeon the goal of oneof thetwo agentsin thedefinition
belov Phase suppsesthatagentX initiatesthis phase.

Phase 1
Step 1 (Agent X starts the Interaction)
Agent K propose (3, &, site T
Step 2 (Agent T
En—avaluata (Y, e 2), Se—updaia(S, en_1Yuan
If ¥ aceaps(Y, G*, 3) then End(agreement,
Else n&n—i—l agent ¥ defibarate (Y ar 5 s
If 5,7 exists then proposs(GY | ey * Y) to X
Else Start Phase 2
Step 3 (Agent T
Ent e—everluate (3, snl ), Seupdate(S, en1F e
If X acceps(30, GT, 3) then End(agreement, G
Else nc—n+1; agent X deliberate (2, %, 3, )
If 5, X exists then propose(GE, ep ¥, siiito T
Goto stepz
Else Start Phase 2

Phase 2

Step 1 (Agent 20
Se—updata(S, ), nént1
agent X delibarate 30, GT. 5 2.%)
If 5. % exists then propose(GY, &, 550 t0 T
Else End(Failure)

Step 2 %Agent T
eni—avaluatal Y, s,
If e, 5=s,% then End(agreement, GT)
Else proposs (57, e*, ) Goto step 1

We illustrate this algorithm with a buying-selling scenariobe-
tweentwo agentsa seller called X who hasthe goal, GX, to sell
a prodict at a high price to anotheragen, the buyer, calledY, who
hasthe (opposing)goal, GY , to buy this prodict atalow price. They
aretrying to find anagreemendn thepriceby agreeingeitheron GX
oronG”Y . We assumghatthesellerhasthefollowing argumentation
policy for sellingproduds. We presenbnly a partof thistheory

Theobject-leel theory TX of thesellercontainstherules:

r1 @ sell(Prd, A, high_price) < pay-normal(A, Prd)

r9 1 sell(Prd, A, high_price) < pay-install(A, Prd)

r3 : sell(Prd, A,low_price) < pay-cash(A, Prd)

ra : nsell(Prd, A, P2) < sell(Prd, A, P1), P, # P:.

His role andcontext priority theoriesPa andPZ, aregivenbelow.

They containthe policy of the seller on how to treat the various
types of customers.For example, to prefer to sell with normal
paying conditionsover payment by installmentswhenthe buyer is

anormalcustomer(seeR;). Also thatthereis always a preference
to sell at high price (see R», R3) but for regular customersthere
are conditionsunderwhich the sellerwould sell at low price (see
R4, Rs). This low price offer to a regular customerappliesonly

whenwe arenotin high seasor(seeCi, C>).

R: : hp(r1(Prd, A),r2(Prd, A)) < normal(A)

Ry : h_p(r1(Prd, A),r3s(Prd, A))

Rs : hop(ra(Prd, A), rs(Prd, A))

Ry : hp(rs(Prd, A),r1(Prd, A)) «+ regular(A),buy_2(A, Prd)
Rs : hp(rs(Prd, A),r1(Prd, A)) < regular(A),late_del(A, Prd)
C1: h.p(R2(Prd, A), R4(Prd, A)) « high_season

Cs : hop(R2(Prd, A), Rs(Prd, A)) < high_season

Cs : h.p(R4(Prd, A), Rs(Prd, A)).

Letsus consicer the particularinteractionscenariogiven belov and
studyhow the selleruseshis own argumentatie deliberationin this
scenario.

Phasel

Seller X (step 1): propose(G*, &, su—{pay normal})

Buver Y (step 23 NO; e=sg; S—( ; deliberate (Y, GY S;

s={ expensive price}); propose (G*, e, 5()

Seller X (step 3): NO; ¢=g,, S=(egue1); deliberate (X, G¥, 8;
s;={pay_install}); propose (G¥, ey, 53)

Buver Y (step 2): NO; e;=—s82, S=(epueiver); deliberate(Y, GY, S
s;={pay cash}); propose(GY, e, 53)

?q{ler X (step 3): NO; es=5;; S=(ejejueres), deliberate (X, G%, 8, 8);
ails

Phase 2

Seller X (step 1): S=(epevepre;); deliberate (X, GY, S;

s~={regular cust, buy 2}); propose (G, & 84

Buver Y (step 2) NO; es={regular cust, —buy 2}; propose(C‘TY e, ()
Seller X (step 1): 5= (00U81U82U63Ue4), deliberate (X, G¥, S;
ss={later delivery}); propose (GY, &, 83)

Buver Y (step 2): es=355, YES; End(ag;reement, GY)

At the third stepof Phaselhe sellerneedsto seeif he canfind an
argumentto supporthis goal (of selling high) given the fact that
the buyer considersthe price expensve. Deliberatingon his goal,
he now finds anotherargumentfor selling high, using the object-
level rule r» since he can no longer considerthe buyer a normal
customerand R; doesnot apply (the sellerderivesthis from some
generalbackgound knowledge that he hasin 7, e.g.from a rule

—normal(A) « expensive(A, high_price)). This new agument
needghe supprt pay_install(buyer, prd) andthe selleroffersthis

informationto the buyer.

At thelaststepof Phaselhesellerdeliberatesgainon his own goal

(to sell high) but cannd find a new solutionarymore.He therefore
initiatesphase2vherehe considerghe goal of the buyer, i.e. to sell

at low_price andfindsthatit is possibleto do soif the customeiis

aregularoneandhe acceptsomeothercondtions. He findsan ad-
missibleargumentfor low priceusingtheobject-level rule 3 andthe

role priority rule R4. This is conditionalon the informationthatthe

buyeris indeedaregularcustomeyrwill paycashandthathewill buy

two of the products Notethatfor this agumentto be admissiblethe
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contet rule C1 mustnot apply, i.e. the sellerknows that currently
they arenotin ahigh_season. Thebuyerconfirmsthefirst two con-
ditions but refusesthe third. The sellerthen hasanothersolutionto
selllow to aregularcustomerconditionalon late delivery.

It is easyto shav thefollowing resultof terminationandcorrect-
nessof the above interactionprotocd.

Proposition14 Let X, Y betwo agentswith T'x, Ty their respec-
tive argumentationpolicy theoriessud that for ead god, G, there

existsonly a finite numberof differentsupporting evidencefor G in

Tx or Ty . ThenanyinteractionprocesshetweenX andY will ter-

minate Furthermoe, if aninteractionprocesderminateswith agree-
menton a goal G and S is the final setof supportinginformation
accumulatediuring theinteractionthenG is a skeptical conclusion
ofbothTx U S andTy U S.

We also remarkthat the evaluation function, evaluate(Ag, s;),
usedby anagentwithin the interactionprocessn orderto decideif
hecanaccept propsedsupportingnformations;, canvaryin com-
plexity from a simplecheckin theagern’s databasen the onehand
to a new (subsidiary)argumenative deliberationon s; accordingto
arelatedargumentatre policy theorythattheagentmayhave.

4 Agent Deliberation on Needsand Moti vations

In this sectionwe will studyhow the argumentatiorframework pro-
posedin this papercanhelp us modelthe need and motivationsof
an agent.In particular we will examinethe agumentatie deliber
ation that an agenthasto carry out in orderto decidewhich needs
to addressat ary currentsituationthat he finds himself. This will
thenallows usto usethe argumentatiorframework to specifydiffer-
entpersonalitief agentsn a modularway indepemlently from the
otherarchitecturaklementf anagent.

We will applythe sameapproachaswhenwe modela preference
policy of anagentin a certainknowvledgeor problemdoman, de-
scribedin the previous sectionsWe now simply considetthedomain
of anagents needsand motivationswhere,accordingto the type or
personalityof an agent,the agenthasa default (partial) preference
amongstthe differenttypesof needs Hencenow the type of need,
or the motivation that this needaddresseslays an analogos role
to that of Rolesin the previous section.The motivationswill then
determinethe basicbehaviour of the agentin choosingamongs his
differentneedsandwheneer we have somespecificcontext this may
overturnthe default decisionof theagentfor a particularneed.

We will follow thework of Maslav [17] from Cognitive Psychol-
ogy (seealso[18, 19]) where needsare categorizedin five broad
classesaccordingto the motivation that they address.Theseare
Physiological, Safety, Affiliation or Social, Achievementor Ego
and Self-actualizationor Learning. As theworld changsaperson
is facedwith a setof potentialgoalsfrom which it selectsto pursue
thosethatare”most compatiblewith her/his(currentymotivations”.
We chooseto eatif we arehungry we protectoursehesif we arein
dangerwe work hardto achiese a promotionetc. The theory states
thatin generalthereis an orderingamongstthesefive motivations
thatwe follow in selectingthe corresponihg goals.But this order
ing is only followedin generaunderthe assumptiorof "other things
beingequal’andwhenspecialcircumstanceariseit doesnotapply.

Ourtaskhereis thento modelandencod suchmotivatingfactors
andtheirorderingin anaturalway thusgiving acompuationalmodé
for agentbehaiiour andpersonality

Let usassumehatanagenthasatheory7 describingthe knowl-
edgeof theagent.Throughthis, togethemwith his perceptioninputs,
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hegenerates setof needshathe could possiblyaddressatary par
ticular situationthat he finds himself. We will considerthat these
needsare associatedo goals,G, e.g.to fill with petrol, to rest,to
help someoneto promotehimself, to help the communityetc. For
simplicity of presentatiorandwithout lossof generalitywe will as-
sumethat the agentcan only carry out one goal at a time andthus
ary two goalsactivatedby 7 opposeeachotherand a decisionis
neededo chooseone.Again for simplicity we will assumehatary
onegoal G is linked only to oneof the five motivationsabore, m;,
andwe will thuswrite G;, j = 1, ..., 5 to indicatethis, with m; =
Physiological, ma = Safety, mas Af filiation, mg4
Achievement, ms = Sel f — actualization.

Giventhistheory 7', thatgenerdespotentialgoalsan agenthasa
secondevel theory Pa4, of priority ruleson thesegoalsaccordng
to their associatednotivation. This theoryhelpsthe agentto choose
amongsthe potentialgoalsthatit hasandformspartof his decision
policy for this. It canbedefinedasfollows.

Definition 15 Let Ag be an agent with knowledg theory 7. For
ead motivation,m;, we denoteby S; the setof condtions, evalu-
atedin 7', unde which theagent consides that his needsertaining
to motivationm; are satisfied Let us also denoteby IV; the setof
conditions,evaluatedin 7", under which the agert consides that his
needspertainingto motivationm; are critical . We assumethat S;

and IV; are disjoint and hencelV; correspadsto a subsetof sit-
uationswhere —S; holds. Thenthe default motivation preference
theory of Ag, denotedby P4, is a setof rulesof thefollowing form:

° Rij : h_p(Gi,Gj) «— N;
4 Rij : h—p(Gisz) «— _‘Siz_‘Nj

whee G; and G; are anytwo potentialgoals, (i # j), of theagent
associatedo motivationsm; andm; respetively.

Thefirst rule refersto situationswherewe have a critical needto
satisfya goal G; whereaghe secondrule refersto situationswhere
theneedG; is notcritical andsoG; canbepreferred.

Hencewhen the conditions S; hold an agentwould not pursue
goalsof needspertainingto this motivationm;. In fact,we canas-
sumethatwheneeragoal G; is activatedandis underconsiceration
that—.S; holds.Ontheothersideof the spectrumwhen V; holdsthe
agenthasanurgeng to satisfyhis needsunderm; andhis behaiour
may changein orderto do so. Situationswhere—S; and-.V; both
hold arein betweercasesvherethe decisionof anagentto pursuea
goal G; will deper morestronglyon the othersimultaneousieeds
that he may have. TheseconditionsS; and N; vary from agert to
agentandtheir truth is evaluatedby the agen using his knowledge
theory

For exampe, when a robotic agenthaslow_energy, thatwould
male it non-furctional, the condition /V; is satisfiedanda goallike
G1 = fill_up has,throughtherulesR}j for j # 1, higherpriority
thanary othergoal. Similarly, whenthe enegy level of the robotic
agentis atsomemiddlevalue,i.e.~S: and—N; hold, thentherobot
will againconside,rthroughtheruIesR%j for j # 1, thegoal G; to
fill up higherthanothergoalsprovided alsothatin sucha situation
thereis no othergoalwhoseneedis critical. Henceif in additionthe
robotic agentis in greatdangerand henceN, holdsthenrule R,
doesnot apply andthe robotwill chosegoal Go = sel f_protect
which getsa higherpriority throughR}, .

In situationsasin this example,the agenthasa clear choice of
which goalto select.Indeed we canshav thatundersomesuitable
conditionstheagentcandecidedeterministicallyin ary situation.



Proposition16 Let P be a preference theory for an agent and
suppogthat N; N N; = 0 (¢ # j) andthat-S; = N; for eath

j. Thengivenanytwo goalsG;, G; only oneof thesegoalsbelongs
to an admissibleextensionof the agents theoryandthusthe agert at
anysituationhasa deterministicchoice of which needto address.

Similarly, if we have N; N N; = @ and—=S; N =S; = 0 (i # j)
thenthe agentcanalwaysmale a deterministicchoiceof which goal
to chooseto addressn ary currentsituation.But theseconditions
aretoo strong.Therecould arisesituationswhere,accordingto the
knowledge of the agent,two needsare not satisfiedand/orwhere
they arebothurgent/critical. How will theagentdecidewhich oneto
perform?Theagentis in adilemmaasits theorywill give anadmis-
sible agumentfor eachneed.For example,a robotic agentmay at
the sametime be low in enegy andin dange. Similarly, therobotic
agentmay be in dangerbut alsoneedto carry out an urgenttask of
helpingsomeone.

According to Maslon's theory decisiors are then taken follow-
ing a basichierarchyamongsteeds.For humansthis basichierar
chy puts the Physiologicalneedsabore all other needs,Safetyas
the secondmostimportantwith Affiliation, Achievemen and Self-
Actualizationfollowing in this order Underthis hierarchya robotic
agentwould chocseto fill its batterydespitethe dangeror avoid a
dangerratherthangive help.Oneway to modelin P suchahierar
chy of needgthathelpsresohe the dilemmasis asfollows. For each
pairk, 1 s.t. k # I thetheoryP, containsonly oneof therulesRy,
or Rj,. Decidingin this way which priority rules, R!, to includein
thetheorygivesa basicprofile to theagent.

But this would only give us a partial solutionto the problemnot
resolvingdilemmasthat are not relatedto urgentneedsanda simi-
lar decisionneedgo betakenwith respecto the secondcategory of
rules,R?, in Pr¢. More importantlythis approachs too rigid in the
sensehatthe chose hierarchyin this way cannever be overturned
underary circumstanceOftenwe maywantahigherdegreeof flex-
ibility in modelinganagentandindeedMaslown’s hierarchyof needs
appliesunderthe assumptiorof "other thingsbeingequd”. In other
words,theremaybespecialcircumstancesvherethe basichierarchy
in the profile of an agentshouldnot be followed. For example,an
agentmaydecide despitehis basicpreferenceo avoid dangermrather
thanhelp someoneto helpwhenthisis a closefriend or a child.

We cansolve theseproblemsby extendingthe agenttheorywith
a third level analogais to the specificcontet level presentedn the
previous sections.

Definition 17 An agent theory expressinghis decision policy on
needss atheoryT = (T,Pam, Pc) whee T and Paq are defired
asaboveandP¢ containsthefollowing typesof rules.For ead pair
of rules RY;, RY; in P, wehavethefollowing rulesin Pc:

° Hfj h_p(RE i }y) — true
e E;} h p(Rk“ ) 8¢
o Cji: hp(Ej;, ”) — true

whee scﬂ are (special)conditiors whosetruth can be evaluatedin
T. TherulesH’“ are calledthebasichierarchy of thetheoryT and
therules E’c the exceptionpolicy of the theoryT. Thetheory Pe
contalnsexactly one of the basic hierarchy rules Hfj and H}“i for
eahk=1,2andi #j.

Choosingwhich one of the basichierarchyrules Hy; or Hj; to
have determineghe default preferenceof needsG; over G; or G;
over G; respectiely (for ¥ = 1 in critical situationsandfor £ =
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2 in non-critical situations).The specialcondtions sc;; definethe
specificcontexts underwhich this preferences overturnal. They are
evaluatedby the agentin his knowledgetheory 7. They could have
differentcasesof definition that depeml on the particularnatureof
thegoalsandneedshatwe areconsideringn thedilemma.

Each choice of the rules Hikj to include in the agenttheory
determininga basic hierarchy of needs,in effect gives a differ-
ent agentwith a differentbasicprofile of behaviour. For example,
if we have HY, in Pc (rememberthat ms = Af filiation and

= Achievement) we could saythatthis is analtruistic type of
agent,sinceundea normal circumstancesi.e. not exceptioral cases
definedby sc;) hewould give priority to the affiliation needsover
the self-achisementneeds Whereasf we have Hf; we could con-
siderthis asa selfishtype of agent.

To illustratethislet usconsidetthespecifictheoryP¢ correspon-
ing to Maslow’s profile for humars. This will containthe follow-
ing rulesto capturethe basichierarchyof Physiological( m;) over
Safety(ms) andSafetyover Affiliation (ms):

HY, - hop(RY, RE,)  true, fork=1,2
HYy : hp(RY, RE) « true, fork=1,2
HY : hop(REs, RE) true, fork=1,2
E%l :h P(R21,R12) — 5021

0221 : h p(E21, ng) — true

E3 :h (3317R13) — sc3

Cs1 : hop(E3y, His) true

E3:h p(R327R23) — sC3

0322 : h_p(E32, H23) <« true.

The condtions sc3; are exceptionalcircumstancesinderwhich

we prefer a safetyneedover a physiologcal need,e.qg. sc3; could
betrueif an alternatve supply of enegy exists. Similarly for sc2;

andsc2,. Note thatif we arein a situationof critical physiological
need(i.e N; holdsandhenceR}, applies)thenthis theory hasno
exceptionalcircumstance(thereis no E3; rule)wherewewould not
preferto satisfythis physiologcal needover a critical safetyneed.
Similarly, this profile theory doesnot allow ary affiliation needto
be preferredover a critical safetyneed;it doesnot allow a "heroic”
behaviour of helping.If wewantto bemoreflexible onthiswewould
addthefollowing rulesin the profile:

o Ely: h—P(RézaR%:s) +— schy
o Cly: hp(EL,, His) < true

wherethe conditionssch, determinethe circumstancesinderwhich
theagen prefersto helpdespitetherisk of beconing non-functional,
e.g.whenthehelpis for a child or aclosefriend in greatdanger.
Givenary suchprofile theoryP: we canshawv thatanagentcan
always decidewhich goal to pursueoncehe can evaluatethe sdfj
specialconditionsindepenéntly in 7" alone.

Proposition18 LetT = (7, P, Pc) bean agent theoryaccad-
ing to definition17 and G;, G; (i # j) be any two potentialgoals
addressimg different needs Thengivenany situationthere existsan
admissibleargumant for only oneof thetwo goals.

In practice theagentwhenin adilemmawill neecto deliberateon
eachof the two goalsand producesuppating informationfor each
goal. This informationis the incompleteinformationfrom N, -.S;
and sc - thatthe agentmay be missingat the currentsituation.He
would then be ableto test(or evaluate)in the realworld which one
of thesesuppating informationholdsandthus enablehim to make
thedecisionwhich needto pursue.



Our agumentationbasedapproachallows a high degree of flex-
ibility in profiling deliberatve agents.An agents profile, defined
via his Pa¢ and P¢ theories,is parametricon the particularrules
we chooseto adoptin both of thesetheories.In this paperwe have
adoptedonepossibility but this is certainlynot theonly one.For ex-
ample,we could adopta differentunderlyirg theory P, containing
the basicpriority rulesamongst needsratherthanthe fixed theory
we have usedin this paper and usethis asa new basisfor profil-
ing the agens. This issueneedso be studiedfurtherto examinethe
spectrumof differentagentgshatcanbebuild in thisway.

5 Related Work and Conclusions

In this paperwe have proposedanargumentatie deliberatiorframe-
work for autononousagentsandpresentediow this couldbeapplied
in differentways. We have arguedthat this framevork hasvarious
desiredpropertiesof simplicity andmodularityandin particularwe
have shavn how it cancapturesomenaturalaspect®f thebehaiour
of anautonomaisagent.The framevork canembog in adirectand
modularway ary preferencepolicy of the agentand hencecanbe
usedto suppat the variousdecisionmaking processs of an agent.

It canbeincorporaed within differentmodelsof agentarchitecture.

For example, it could be usedwithin the BDI modelto implement
(with the necessaradaptations}he filter function [29] which rep-
resentghe agents deliberationprocessfor determiningthe agents
new intentionsbasedon its currentbeliefs, desiresand intentions.
The propose argumentatiorframenork alsohasa simpleandmod-
ular computatioml modelthat facilitatesthe implementatiorof de-
liberative agents.

The main characteristicof our agumenation framework is its
modularity of representatiomnd associatedompuation. Our work
restson the premisethatfor acompuationalframevork of agumen-
tationto be ableto encapulatenatural forms of agumentatiorit is
necessaryor this framewvork to have a high degree of modularity
The agumeriationtheoryof the agentshoud be ableto capturelo-
cally andin adirectwaythedecisionpolicy andaccommniedknow!-
edgeof the agent.This modularityis neededor theagentto be able
to carry out his agumentatie deliberationefficiently, whereat each
particularinstanceof deliberationthe computationargumentatie
processfor this canbe localizedto the relevant (for this instance)
part of the agents argumentatiortheory In a complex problemdo-
main wherean agentneedsto addresdifferenttypesof problems
andtake into accountdifferentfactorsthis ability to "home in” on
the relevant part of the theoryis very important. Furthermore the
dynamicenvironment of anagentwherenew informationis acquired
andchangego his existing theory (or policy) canbe made requires
thattherepresentatioframework is ableto encodeheagen’stheory
in ahighly modularway sothatthesechangesanbeeasilylocalized
andaccommodted effectively.

The argumentationframenork developed and usedin this paper
is basedon the moregeneralandabstrachotionsthathave emeged
from a seriesof previousstudieson agumentatiorfl12, 8, 11,7, 10Q].
Thebasicnotionthatis useds thatof admissibility[7] whichis itself
a specialcaseof acceptability[10]. It alsofollows the morerecent
approachof [23, 5] who have shavn the needfor dynamic priorities
within argumentatiorwhenwe wantto apply this to formalize law
and otherrelatedproblems.Our framework is closeto that of [23]
in thatit usesa similar backgraindlanguag of logic programming
They alsobothhave acompuationalmodelthatfollows a dialectical
patternin termsof interleaving processesnefor eachlevel of argu-
mentsin the theory In comparisonour framework is simplerusing
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only asinglenotion of attackandavoidsthe separateiseof negation
asfailurethatis subsumedby theuseof rulepriorities.In [5] dynamic
prioritiesarerelatedto theargumentatiorprotocolsalsocalledrules
of order describingwhich speechactsarelegal in a particularstate
of the agumentation Although the interestsfor applicationof our
framework aredifferentits formal relationto theseframenorksis an
interestingproblemfor further study

In the developmentof agentdeliberationwe have introduced,in
thesamespiritas[27, 2], rolesandcontext asameango definenon-
staticprioritiesbetweerargumens of anagent.This helpsto capture
the socialdimensionof agents,asit incorporatesn a naturalway
theinfluenceof theenvironmentof interaction(which includesother
agents)on the agents'way of thinking andacting”. We have shavn
how we canencompss,within this frameawork, the relative rolesof
agentsandhow thesecanvary dynamicallydependhg on the exter-
nalenvironment. Therepresetationof thisrole andcontext informa-
tion is expressedlirectly in termsof priority ruleswhich themseles
form argumentsandarereasonedboutin the sameway asthe ob-
ject level agumentsThis gives a high-level encapulationof these
notionswherechangesreeasilyaccommodtedin a modularway.

The useof rolesand dynamiccontext is a basicdifferencewith
most of other works [28, 27, 21, 16, 3, 1] on agentargumenta-
tion. Our work complemets and extendsthe approacksof [27, 2]
with emphasison enrichingthe self agumentatie deliberationof
an agent.lt complementsheseworks by linking directly the pref-
erenceshetweendifferent contexts, which theseworks propose to
a first level of rolesthatagentscanhave in a social contet, called
default context, shaving how rolescanbe usedto definein a natural
way priorities betweenargumentsof the agentdilling theseroles.It
extendsthis previouswork by incorpaatingreasoningon thesepref-
erencewvithin the procesof agumentatie deliberationof anagent.
Thisis doneby introducinganothe dimensionof context, calledspe-
cific context, corresponing to a secondevel of deliberationfor the
agent.This allows a higherdegreeof flexibility in the adaptatiorof
the agentsaigumentatie reasoningo a dynamicallychangng ervi-
ronment.In [2] the context preferencesanalsobe dynamicbut the
accountof this changeis ervisagedto occuroutsidethe agumenta-
tive deliberationof theagent An agentdecidesa-priorito changethe
contet in which heis going to deliberateln our casethe chang is
integratedwithin thedeliberationprocesof theagent.

This extra level of deliberationallows us to capturethe factthat
recognizedolesin a contet have theirimpactand substancenly
within this default context wherethey are defined,althoughthese
rolesalways”follow” agensfilling them,asaseconl identityin ary
othercontet they find themseles.Thereforeagentsvho have some
relationshipsmposedby theirrespectie rolescanbefoundin aspe-
cific context wherethe predefinedaccordingto their relationships)
orderof importancebetweerthemhaschanged

In compaisonwith otherworks on agentargumentatiorour work
also integratesabduction with agumentationto hande situations
wherethe informationabou the ervironment,currentlyavailableto
the agent,is incomplete.This useof abductionis only of a simple
form andmorework is needel to studymoreadvancedusesof abduc-
tion drawing from recentwork on abdudion in agentg26]. Another
directionof future work concerrs dialoguemodeling.Our aim is to
useour agumentatie deliberationmodelfor determiningdialogue
actsandprotocolsthusextendingthe framework of [15].

We have alsostudied,following the work of Maslon’s hierarchy
of needq17], theuseof ouramgumenative deliberationframenork to
modelan agents needscorresponihg to motivationalfactors.This
allows the expressim of different personalityprofiles of an agent



in a modularandflexible way. In the agentliterature[18, 19] have
alreadyusedMaslow’s theory for guiding the behaviour of delib-

eratve and reactve agentsin variousunpredictate ervironmens.
However, to our knowledge, this is first time that an agumentatie

deliberationframevork is usedto modelthesemotivationfactors,in

a way that, we believe, allows a more naturalexpressionof several
behaiours. Also in comparisorwith the variousbehaior-basedap-
proachedor agentpersonalitiege.g. [25, 24]), our work gives an
alternatve modelfor specifyingdifferentpersonalitiesn a modular
way independentlyfrom theotherarchitecturaklementof theagent.
In addition, our apprachusesa uniform representatioframevork

for encodingan agents personalityand other policies or protocols
associatedvith someof his different functionalities,e.g. with his

problemsolving capalility .

More work is needé in this direction. On the technicalside we
needto extendthe framework to allow an agentto decideamongsé
goals which addressmore than one need simultaneouslyAlso a
deeperstudy is neededto explore the flexibility of the framevork
in modelingdifferentagentpersoralitieswith respecto theway that
they addressheir needs.Here we can draw further from work in
cognitive science(seee.g.[9]) on the characteristicef humanper
sonalitieslt is alsoimportantto studyhow thesedifferentpersorali-
tiesplay arole in theinteractionamongagentsespeciallyin relation
to the problemof forming heterogerouscommurities of different
typesof agentswherethedeliberationprocesof anagentmayneed
to take into accoun the persondity profile of the otheragents.

In ourwork sofarwe have consideredsseparat¢hedifferentpro-
cesse®f (i) generding anagents needsandassociatedoalsand(ii)
decidingwhich one of theseis prevalentunderthe currentcircum-
stancesThe potentialgoalsthatan agentgeneratesit ary situation
canbe influencedby the personalityof the agentand his previous
decisionsof which goal andneedto addressAccordingto Maslow
whenamoreimportantneedis satisfiedhennew goalsfor otherless
importantneedsaregeneratedWe arecurrently studyinghow to in-
tegratetogethertheseprocesseito a unified modelfor the overall
deliberationof an amgumentatre agent,wherethesetwo processes
areinterlearedinto eachother taking alsointo accounthedelibera-
tive decisionmakingof the agenton haw to satisfyhis chosergoals.
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Natural is Uncentain, Emotional, Decaeptive and Still
Other. But: How to Get it?

Position Statementand Questions

Fiorella de Rosig

Linguists seemto agreesincelong in claiming thata 'good’ argu-

mentationsystemshould be keenin selectingthe agumentsthat
are’strong’in givencircumstancs, by ervisagng counterarguments
andprodudng courter-counteraguments(in advanceif neededpr

onrequest)jn orderto evertually prodwce a well formatted,coher

entand’convincing’ messageArgumentatiortheoriesgo backto the
originsof our cultureandAl researchershouldapparenthyonly find

outappropriate¢echniqus to produe suchnaturalresults However,

artificial agumentationsystemsaresstill far from being natural:in-

deed,obstaclesstill foundin the productionof a satisfyingsolution
aredue,in my view, to the unclearnes of someconceptsin these
theories!'ll try to list someof theseproblems in the hope thatthey

may contrikute to the Workshopdiscussion

1 Strength of argumentsand theoriesto treatthem

Is an agumentstrongin itself or doesits strengthvary according
to the Hearerto whom it is addressedndto the contet in which
the interactionoccurs?How shouldstrengthbe measured?s there
only one measureof strength(’probative weight' or ’plausibility’,
or 'impact’) or shouldseveral variablesbe combired to produe an
overallmeasuref agumentstrengthf so,which numericalparam-
etersshouldbe associatedvith the variouselementshat constitute
'an agumentatiorscheme’andwith the data,to enablecalculating
its strengthwhenappliedto thesedata?

I aminclinedfor avoidingto 'inventanad hoctheory’to measure
and combinethe argumentstrength:probablity and utility theories
provide acomfortablesrvironmert in whichto placesuchaproblem.
Belief networksandinferencediagramsnableusto representhain-
ing of agumentsand propagationof uncertaintyalong this chain,
from possiblyuncertainevidence. They allow, aswell, to definehow
to measuredifferent conceptsthat contritute to establishingan ar
gument’strength’; for instance:'warrants qualifier’ , 'uncertainty
in the belief aboutdata’, impact of dataon the 'claim’, 'plausibil-
ity of dataand claim to the Hearer’,’complexity of an agument’
(to the Spealer andto the Hearer), cost of failing in corvincing the
Hearer’,andsoon. Finally, they provide avivid representationf the
strengthof thoseargumentsn which 'information sourcesarecited
(suchasin Walton's "Ar gumert from positionto knowv” or "Apped
to Expertopinion” [7]), by enablinga definitionof 'positive andneg-
ative competere’ (the equivalentsof 'sensitvity andspecificity’, in
epidemiology), 'positive and negative sincerity’, 'informativeness’
of the sourceand how thesemeasuresffect the plausibility of the
communicéeddata.
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2 Building argumentation chainsfrom
argumentaton schemes

Belief networks (BNs) [3] arenot a novel formalism,in agumenta-
tion. They have beenapplied,for instancepy Zukerman[8] to build
a prototypesystemthat producesat the sametime, agumentsand
answerso rehuttals. But do argumerts prodiwced by thesesystems
shaw the characteristicshatwould enableusto labelthemas’natu-
ral'? Not yet, | believe. Although'insincere’ agumentatiormay be
simulatedandthisis, in my view, aclearsignof naturalnes§l]), the
naturallanguag texts prodwcedby thesesystemsarenot much’nat-
ural'. In addition,counterandcountercourter algumentatior(rehut-
tals or response$o them)is still weak.An explanationof this limit
is thatBNs (asthey have beenemplo/ed sofar) do not representhe
rich linguistic, psycholaical and rhetoricalknowledge that is em-
beddedin agumentationschemesThey are often not much more
thanchainsof logical rulesto which uncertaintymeasuredn proba-
bility terms,is associatedTo make BNs moreknowledgeable some
semanticshoud beassociateavith theirnodesandarcs.A rule that
resultsfrom applying Walton’s "Appeal to ExpertOpinion” schema
might beformulated for instanceasfollows:

(SayX f) and(ExpertX f) = (T f), with
(Competeni f) and(SincereX f) =" (ExpertX f)
(NegCompetenX f) and(F f) =" (Bel X f)
(PosCompeterX f) and(T f) =7 (Bel X f)
(NegSincereX f) and(SayX (f) =" (Bel X f)
(PosSincer& f) and(SayX f) =7 (Bel X f)

whereX is an Agent, f is a factandthe symbol=>" shouldbe read
asa 'proballistic implication’ and representedn termsof condi-
tional probability tables.This would enablerepresentingin the BN,
the knowledge that is needel to answey after the argument:” The
fact f may plausibly be taken to be true because X assertsthat f is
true’, critical questionssuch as thosementionedby Walton: "But
how competehandsincee is X asa source?ls X’'s assertionbased
onevidenc®” (questionghatareaimed,in this caseatcheckirg the
truth valueof majoror minor premisespr " X is not an expertin the
subjectdomainto which f belongs? in which the truth value of a
premisethatwasnot mentionedexplicitly in the agumentatiortext
is evoked. Anotheradwantageof this formalismis thatit enablege-
laxing thedifferencebetweeriobsenable’ and’not obsenable’ data:
asevidence aboutary nodein the network may be propagated agu-
mentationmay be chainedin ary direction:backfrom datato other
data(the typical means-ed reasoning or forward from claimsto
otherclaims(a'hypothetical reasoningaboutthe implications’ of a
claim). For instancewhenl cometo know that(SayX f) and(T f), |
may updatemy beliefon X’s expertiseaboutf.



However, in translatingargumentatiorschemesnto BNs, several
problemsarise.Firstof all: how mayrehuttalsshouldberepresented
in thesenetworks?This sendsusbackto a morebasicquestion:Are
Toulmin’s rekuttals the sameas Walton’s critical questionsor are
they somethingdifferent?n the previousexample severalobjections
might be madeto the amgument:” Thefact f may plausibly be taken
to betrue becaug X assertghatf is true’. Someof theseobjections
arethecritical questiors mentionedoy Walton,in which anobjection
is madeaboutsome(direct or indirect) premiseof the schemeBut
objectionsof a differentkind might be raised,by evoking otherar
gumentationrschemegin the previous example,”Appeal to popular
Opinion”); or by applyingthe sameargumentatiorschemeo differ-
entdatathatproducecontrastingesultsfor instance; ButY asserts
thatf is falsg andheis an experttod’.

Is thisthekind of objectionthatwe call a’retuttal’?.

If theansweris 'yes’, no problem,apparentlywe just addto our
BN somemorearcstowardsthe sameclaim-node andthat's all! Old
fashionedExpert Systemsiwould have enabledisto dothisby com-
bining uncertaintyin the two schemesaccordingto 'parallel’ and
'sequentialpropagtionrules.But no onewould propo® suchanad
hoc theory arymore: and, with belief networks, uncertaintydue to
applicationof differentschemegannotbe calculatedncrementally
asif thetwo knowledgesourcesvereindepemlentof eachother So,
to beableto reply to rekuttals,all of the possiblerebuttalshave to be
representedn the BN (which increasesonsideraly the network’s
compleity?!).

3 Intertwining ’pathos’ with ‘logos’

'Rational’ amgumentationapparentlydominateshe domainof psy-
cholinguistics,as mary placethe kind of amgumentationin which
emotionalfactorsareevoked, amongthe examplesof 'deceptve’ or
‘'unfair’ algumentationAs amatterof fact,though appeato emotion
andto a scaleof values('pathos’ or 'ethos’) arefrequentlyapplied,
in human-lumancommunicationfo persuadesomelody to perform
someaction. In Sillinces list of warrants[6], for instance,those
basedon ethicalor socialrules,or on appealo goals,arethe major
ity. So,emotionscanrot be ngglectedwhenreproducinghuman-lile
argumentatiorsystemss agoal.

Again, however, emotionsaretriggeredandabandoed according
to amechanisnin which uncertaintyweightgivento goals,andtime
decayplay acrucialrole. Again, then,the emotionalimpactof a spe-
cific agument,for a given Hearer andin a given context shouldbe
modeledthrougha formalismin which suchfactorsare considered
andtreatedapprariately (again,for instancebelief networks: [2]).

But how should emotionalargumentsbe combinedwith logical
ones?Shouldthey, like someoneassumeshea’lastresort’'to which
to recuronly in caseof failure of otherstratgies?Or isn’t it more
'natural’ to wisely interminglerational with emotionalsteps,in an
argumentatiormessagelor instancegmotionalargumentsmightbe
evokedin ashallov anda bit elusive way, while more’rational’ ones
might be spelledout moreclearly andin detail. This argumentation
style might be achieved by applying different methodsto translate
knowledge in the BNs into naturallanguaje messagesn the two
casesls thereary evidenceof how this occurs,in humanargumen-
tation?Any corpusof dataof publicdomain?

Silly question8 Too geneal ones? hopenot.
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