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Abstract. This paper provides an assessment of the most recent em-
pirical research into the effectiveness of argument visualization tools.
In particular, the methodological quality of the reported experiments
and the conclusions drawn from them are critically examined. Their
validity is determined and the methodological differences between
them are clarified. The discrepancies in intended effects of use espe-
cially are investigated. Subsequently, methodological recommenda-
tions for future experiments are given.

1 Introduction

Argument diagramming is often claimed to be a powerful method
to analyze and evaluate arguments. Since this task is laborious, re-
searchers have turned to the development of software tools that sup-
port the construction and visualization of arguments in various repre-
sentation formats, for instance, graphs or tables. As a result, several
argument visualization tools currently exist [3], such as ArguMed
[18], Araucaria [5], ATHENA [6], Convince Me [7], Compendium
[8], Belvedere [9], ProSupport [4], and Reason!Able [15]. Typically,
these tools produce “box and arrow” diagrams in which premises and
conclusions are formulated as statements. These are represented by
nodes that can be joined by lines to display inferences. Arrows are
used to indicate their direction.

Although it is often claimed that structuring and visualizing ar-
guments in graphs is beneficial and provides faster learning, experi-
ments that investigate the effects of these tools on the users’ reason-
ing skills are relatively sparse. Nevertheless, some experiments have
been reported and the purpose of this paper is to critically examine
their methodological quality and the conclusions drawn from them.
Thus we aim to give an assessment of the state-of-the art in empiri-
cal research on the use of argument visualization tools, and to make
some methodological recommendations for future experiments.

This paper is part of a larger research project on software support
for crime investigations. Since reasoning is central to crime inves-
tigations and current support tools do not allow their users to make
their underlying reasoning explicit, it is important to consider the use
of argument visualization during these investigations. In this respect,
it is also important to explore the effectiveness of such visualization
tools.

The structure of this paper is as follows. Section 2 describes the
criteria that will be used to evaluate the methodological quality of
the experiments. The methods and results of these experiments are
then discussed in Sections 3 and 4. Finally, Section 5 offers method-
ological recommendations to conduct future research.
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2 Investigating the effectiveness of argument
visualization tools

Among the tools that were experimentally tested for their effec-
tiveness are Belvedere, Convince Me, Questmap, and Reason!Able.
These have in common that they are education-oriented and designed
to teach critical thinking or discussion skills, and are tested in an ed-
ucational setting, for instance, on students during a course. Also, im-
portant discrepancies exist, for example, Belvedere and Reason!Able
are entirely designed to assist argument construction and analysis,
while Convince Me produces causal networks. Questmap has dif-
ferent main purposes, namely collaborative decision making, but it
supports the construction of argument structures to a certain degree.
Furthermore, Belvedere and Questmap are tested during collabora-
tive reasoning, while Reason!Able is used by a single user. Most
importantly, differences exist between the intended effects of use.
Obviously, the latter affects the measures of effectiveness used and
the tasks to be performed. This paper aims to provide an overview of
these discrepancies.

In the remainder of this paper, the methods (viz. experimental de-
signs, participants, and procedures) and results of the conducted ex-
periments on argument visualization tools will be described. The aim
of this is to find a general pattern or plan that may be followed to
conduct research in this area. Moreover, we will determine whether
these experiments were able to prove the long existing claim that vi-
sualization improves and simplifies reasoning. While describing the
experimental methods, two important issues will be addressed, that
is, the validity of the experiments and the related problem of finding
a measure for the outcome variable, because these may affect their
outcomes and the interpretations of their results. For this purpose,
a checklist will be presented that allows us to assess their method-
ological quality. Additionally, this paper provides an overview of the
proposed measures and their reliability.

2.1 Validity

If empirical experiments are conducted, it is important to take into
account the validity of the experiment. Validity is mainly concerned
with the question of whether the experiment really measures what
it is supposed to measure. Two important types that we will con-
sider in this paper are internal validity and external validity [2, 19].
Internal validity is the extent to which the differences in values of
the dependent variable (the outcome variable) were actually caused
by the independent variable (the variable that is manipulated by the
experimenter) and not by some other source of variation. The exter-
nal validity of an experiment is concerned with the following ques-
tion: how well do the results of the experiment generalize beyond the



sample of subjects in the experiment and the particular experimental
manipulations to the rest of the possible situations of the real world?

Besides evaluating the validity of an experiment, it is also impor-
tant to consider the reliability of the measures used and the experi-
ment conducted. If an experiment or measure is reliable, it means that
it yields consistent results. In order for a measure to be reliable (or
accurate) the results should be reproducible and as little as possible
be influenced by chance.

It should be noted that validity implies reliability but not the other
way around. Validity refers to obtaining results that accurately reflect
the concept being measured, while reliability refers to the accuracy
of the scores of a measure.

Generally, internal validity is assured by assigning subjects to
treatment groups and control groups randomly. Experiments that
use randomization and that are internally valid are sometimes called
“true” experiments. Experiments that approximate these internally
valid experiments but do not involve randomization are called quasi-
experimental. This means that a valid experiment should at the very
least have the participants assigned to conditions randomly, so that
the external variables are under control and internal validity is main-
tained.

However, internal validity is not easy to obtain and is dependent
on the chosen design. In abetween-subjectsdesign the participants
are used only once and are part of the treatment group or the con-
trol group but differences between participants cannot be completely
controlled. To cancel out the influence of relevant pre-existing dif-
ferences between groups on the results, the treatment and control
groups have to be matched or homogenized. For this reason, random
assignment of subjects to conditions is crucial. Another solution to
avoid effects of external variables is the use of awithin-subjectsde-
sign. In such a design all participants are used twice, as they receive
both treatments. In order to cancel out any carryover effects, such
as learning, practice, or fatigue effects, participants have to be as-
signed in such a way that different subjects receive both treatments
in different orders (i.e. counterbalancing). Basically, these methods
of randomization, counterbalancing, matching, and homogenization
help to ensure internal validity.

External validity is affected by the design and subjects chosen. In
order to assure external validity, the experimenter has to make sure
that the experiment is conducted with the right participants as sub-
jects, in the right environment, and with the right timing. Therefore,
the experimental environment should be as realistic as possible. Ad-
ditionally, the subjects should be selected from the population ran-
domly. Finally, to check for external validity, the experiment should
be replicated in other settings, with other subject populations, and
with other, but related variables.

Table 1. Criteria for experimental validity

Criteria

Reliability use consistent measures

Internal validity use at least one control group
assign participants to conditions randomly
match or homogenize (between-subjects designs)
counterbalance (within-subjects designs)

External validity draw a random sample from a population
use real world settings and stimuli
replicate the experiment

Obviously, since experimenters try to prove the effectiveness of
their tool by justifying causal relations between the use of the tool
and the users’ reasoning skills, their research should preferably be
done through laboratory experiments that are valid; the criteria are
summarized in Table 1. Unfortunately, as we will see below, this is
not often the case so that valid conclusions cannot be drawn.

2.2 Measures

The goal of the experiments described in this paper is to measure the
effectiveness of a tool. The effectiveness describes the effect on the
users’ ability to reason (e.g. did these tools make their users better
reasoners?). However, defining a measure for this is not straightfor-
ward. It is even hard to find an objective, reliable measure, that ac-
curately measures the users’ progress in reasoning skills. Moreover,
to allow for statistical comparison, a quantitative measure has to be
used, but such a generally accepted reliable measure is not available
yet, as can be concluded from the large amount of different measures
used. Generally, scores on critical thinking tests or assignments as-
sessed by experts are used as measures for learning outcomes. These
seem to be the only feasible and most reliable ways to measure rea-
soning skills in a quantitative way. However, as said, not all tools are
designed with the same effects of use in mind. In some cases, the
effectiveness of a tool is measured by the quality of the constructed
argument. In other cases it is measured by the amount of discussion
or the coherence of the arguments. It is important to be aware of
these differences and their influence on the experimental tasks and
the conclusions drawn from them.

3 Methods and results

In this section a detailed description of the reported methods and
results of the experiments on Belvedere, Convince Me, Questmap,
and Reason!Able is given. Their validity will be assessed and their
conclusions will be critically examined.

3.1 Belvedere

Belvedere [9] is a tool that is designed to support scientific argumen-
tation skills in students and to stimulate discussions on scientific top-
ics among students. With Belvedere students can build and display
“inquiry diagrams” to model argumentation (see Figure 1). These
diagrams consist of data nodes, hypothesis nodes, and unspecified
nodes. Undirected links can be used to connect these nodes by for,
against, and unspecified relations.

3.1.1 Method

Belvedere was tested in laboratory sessions and an in-school study
[9] that investigated how well Belvedere facilitated the emergence of
critical discussion. In the first set of sessions, the participants worked
in pairs, using only one computer. The pairs were asked to resolve a
conflict that was presented in textual and graphical form. The par-
ticipants were also allowed to use a database with a small amount
of relevant information. The second set was almost identical to the
first set except that the participants worked on individual monitors
and a shared drawing space. It should be noted that only two pairs of
students participated in these sessions.



Figure 1. Screenshot of the Belvedere programme

The effect of Belvedere on the participants’ critical discussion
skills was measured by the amount of discussions that arose. This
measure was rather a qualitative than a quantitative one, as the re-
searchers mainly described the students’ interactions. This experi-
ment was not valid, because the measure was not valid and no control
group was used to compare the experimental group to.

Further, to compare the effect of different representations on the
learning outcomes, three different representation formats were tested
in [10] and also [11] and [12]. This experiment was internally valid as
it was based on a between-subjects design with three groups in which
the participants were assigned to groups randomly. Moreover, there
were no significant pre-existing differences between the groups’ gen-
der balance and mean grade point average due to homogenization.
External validity was not guaranteed, because of the artificial nature
of the task. It was very limited and was completed in a laboratory
setting, while the effect was only measured during the initial use and
not over a longer period of time.

The groups, consisting of20 students each, were defined by the
software they used, that is, matrix, graph, or text. All groups had
to perform the same task of structuring an unsolved science chal-
lenge task into data, hypotheses, and evidential relations. Identical
background information was presented to all three groups, one page
at a time. The students had to work in pairs and were asked to use
the given information in their representation of the problem, before
continuing to the next page (the showed information would not re-
main available for later reference). After finishing their representa-
tion of the problem, the students had to complete a post-test contain-
ing multiple-choice questions and had to write a collaborative essay.

These essays were scored according to the following measures:

• Evidential strength: the strength of the evidential relation-
ship, on a scale of0 to 4, with + indicating a supporting
relationship, and− indicating a conflicting relationship.

• Inferential difficulty: the number of information pages that
must be accessed to infer the relationship, with0 indicating
that the relationship is explicitly stated in the material, and
> 1 indicating that the relationship has to be inferred.

• Inferential spread: the difference (in pages) between the first
and last page needed to infer the relationship. This is a mea-
sure of how well participants integrate information given at
different pages.

In order to obtain a measure of the quality of the essay that was
produced, an expert completed the task himself and his evidential
matrix was used to compare the students’ essays to. In this way, the
students’ ability to list the most important data and relations of the
problem was measured. It thus measures the students’ collaborative
scientific discussion skills.

In sum, Belvedere has two aims: to support the amount of critical
discussion and to enhance collaborative learning of reasoning skills.
The former was tested in an internally invalid study, while the latter
was investigated in an internally valid experiment. The tasks involved
constructing arguments based on unstructured information in which
the students had to identify data for and against their hypothesis.



3.1.2 Results

For the first set of experiments, the researchers only gave qualita-
tive descriptions of the results. In the first set of sessions, the exper-
imenters found an encouraging amount of discussion. In the second
set they found that in one pair the students cooperated to a high de-
gree, but that there was no interaction at all in the other pair.

For the in-school study it was found that sensible diagrams were
produced, but that the use of shapes and link types was inconsistent.
Moreover, it was found that students incorporated several points of
the debate into diagrams.

On the basis of these observations, the authors concluded that
Belvedere indeed stimulated critical discussions. However, although
a tendency was shown, this experiment did not conclusively prove
an effect as it was not internally valid. Conclusions drawn based on
these studies are therefore premature. In this respect, the second ex-
periment is more promising, because internal validity was achieved.
Moreover, the documentation on the second experiment was consid-
erably more detailed.

None of the test in the second experiment yielded a significant
difference between the groups. From these results the researchers
concluded that there were no significant differences in performance
between the users that used matrix or graph representations and the
users that used text only. According to the researchers, the lack of
significance of the learning outcomes was disappointing, although
the researchers noted that this was not surprising given the fact that
the total amount of time spent working with Belvedere was too short
for learning outcomes to develop.

It must be said that trends were in the predicted direction but not
significant. This means that the students who were allowed to use the
Belvedere software that contained matrix representations performed
better than the students who used graph representations, who in turn
performed better than the students who used text only. Therefore, a
tendency is shown that visually structured representations can pro-
vide guidance for collaborative learning that is not provided by plain
text only, while a significant difference could not be proven. This
conclusion is legitimate since the experiment was internally valid.

3.2 Convince Me

Convince Me [7] is a tool for generating and analyzing argumenta-
tion and is designed to teach scientific reasoning. In addition, Con-
vince Me provides feedback on the plausibility of the inferences
drawn by the users as it predicts the user’s evaluations of the hy-
potheses based on the produced arguments. It is based on Thagard’s
Theory of Explanatory Coherence [13]. Arguments in Convince Me
consist of causal networks of nodes and the users’ conclusion drawn
from them (see Figure 2). Nodes can display either evidence or hy-
potheses. Explanatory or contradictory relations are represented as
the undirected links between these nodes.

3.2.1 Method

The study described in [7] compared the performance of the partici-
pants who used Convince Me to the performance of paper and pen-
cil users. In this study,20 undergraduate students of Berkeley had
to complete a pre-test (in which both groups had no access to the
software), three curriculum units on scientific reasoning, integrative
exercises (one group is allowed to use Convince Me, the other group
is not allowed to do so), a post-test (nobody had access to Convince
Me), and a questionnaire (to establish relevant differences between
groups).

Figure 2. Screenshot of the Convince Me tool

The group that was allowed to use Convince Me consisted of10
participants, the other10 participants were part of the group that
used paper and pencil only. Both groups received the same instruc-
tions and exercises. There were no significant difference between the
groups in age, year in school, SAT scores, and total session hours.

This experiment used a between-subjects design. The potential ef-
fect of intergroup differences was not an issue here as the experi-
menters confirmed that the groups were homogeneous with respect to
relevant variables. However, they did not mention whether random-
ization was used while assigning subjects to conditions. Therefore, it
will be assumed that this experiment was at least quasi-experimental,
but a definitive analysis of the experiments’ validity cannot be made.

The following measures were used to measure the utility of the
software:

1. How well the participants’ beliefs are in accord with their argu-
ment structures.

2. The kinds of changes made when arguments are revised.

Only the first measure will be used in the description of the results
that will presented below, because this is the most suitable of the two
to measure the effectiveness of a tool. The latter only measures the
stability of the arguments constructed, not the effect on the users’
reasoning skills. The former is a measure of the arguments’ coher-
ence, that is, it shows whether people are able to construct arguments
that reflect their beliefs properly.

So in short, Convince Me attempts to improve the coherence of its
users’ arguments so that users become more aware of the believabil-
ity of their arguments. Note that this differs from the learning effect
that was claimed by the developers of Belvedere. Required method-
ological information is missing so that a genuine assessment of the
validity of this experiment cannot be made. Moreover, important de-
tails about the nature of the task were not reported.

3.2.2 Results

During the exercises, the participants’ beliefs were more in accord
with the structures of their arguments if they were using Convince
Me, than if they were using paper (p < 0.05). Also during the post-
test, the belief-argument correlations of Convince Me users were sig-
nificantly higher (p < 0.05) and better than during the pre-test (see
Figure 3).



Figure 3. Results of the experimental testing of Convince Me, after [7]

Based on these results the experimenters claimed that the tool im-
proved the users’ argumentation skills and made them better reason-
ers. They also showed that these skills remained when the partici-
pants did not have access to the tool and were not supported by it,
and that those were still better than the skills of the participants who
did not use the tool at all. However, some reservation is appropriate
here as the validity of the experiments is unknown.

3.3 Questmap

Questmap is designed to mediate discussions by creating visual in-
formation maps (see Figure 4), but is used by [1] to support collabo-
rative argumentation in legal education. It is based on IBIS, an Issue-
Based Information System that is designed for collaborative problem
identification and solving. IBIS helps multiple users to discuss is-
sues related to a problem and reach a consensus on a solution. Its
main procedure involves decomposing the problem into issues. Pos-
sible answers to them are recorded as positions. Arguments for and
against these positions may be recorded as well. Questmap provides
many additional node types, including problems, claims, warrants,
backing, and data nodes. By using these nodes, arguments can be
constructed.

3.3.1 Method

In [1], the computer-based representational tool Questmap, was
tested for its effect on legal argumentation skills.

The most important research question to be answered was: “How
does using CSAV, while groups of three or four second-year law stu-
dents generate arguments throughout the semester, affect the quality
and type of arguments generated on a practice final exam (p. 81)”.
Also, a hypothesis was formulated: “groups using CSAV to construct
arguments throughout the study will create higher quality arguments
on a practice final exam than those who construct written arguments
throughout the study. (p. 81)”

The quality of the produced arguments was measured by:

1. the number of arguments, counterarguments, rebuttals, and evi-
dence present in the practice final exam

2. the scores on the final exams as assessed by the professor
3. the richness of arguments saved in Questmap throughout the

semester measured by the number of nodes created (to describe
the progress in the treatment group only)

The design was a quasi-experimental between-subjects design.
The treatment group consisted of33 law students who completed
the assignments using Questmap in groups of three or four. The con-
trol group of40 students completed the exercises individually using
conventional methods. Participants were not randomly assigned to
groups, because the participants were allowed to choose the group
they wanted to participate in. On the other hand, the pre-test revealed
that the groups were in fact homogeneous. This means that at least
some internal validity was assured.

The students’ argumentation skills were tested and trained
throughout the semester. They had to complete five assignments that
addressed current legal issues in relation to the admissability of the
evidence. Both groups of students were allowed access to the same
materials, but only the treatment group was allowed to use Questmap.
Two of the assignments of the treatment group were analyzed to mea-
sure the progress throughout the semester.

At the end of the semester all participants completed a final exam
without the use of Questmap. During this exam the students had to
construct all relevant arguments to a given problem individually and
without the use of legal resources. These exams were graded by the
professor.

To sum up, Questmap claims to improve the quality of the users’
arguments so that the users become better reasoners. The assign-
ments involved producing answers to the problem that consisted of
arguments, counterarguments, and rebuttals. In the experiment, inter-
nal validity was only partially assured.

3.3.2 Results

The found results show that there were no pre-existing differences
between the groups (p > 0.05), that the arguments did not be-
come more elaborate throughout the semester, and that the treatment
group did not have a significantly higher score than the control group
(p > 0.05). Based on these results, the experimenter claimed that the
hypothesis did not hold and that law students who were allowed to
use a computer supported argumentation tool did not perform better
on the exam than students who only used paper and pencil during the
course. On the other hand, it must be said that while the differences
between the treatment and control group were not significant, a trend
was discovered in the predicted direction (cf. mean= 5.15 and mean
= 4.50 respectively, where0.05 < p < 0.10). However, the value
of these observations is limited, as complete internal validity was not
assured.

3.4 Reason!Able

Reason!Able [15] is educational software that supports argument
mapping to teach reasoning skills. It provides support to the users
by guiding them step-by-step through the construction process. The
argument trees constructed by Reason!Able contain claims, reasons,
and objections (see Figure 5). Reasons and objections are complex
objects that can be unfolded to show the full set of premises and
helping premises that are underlying them.

3.4.1 Method

In [15] and [16], the question of “does it work” was addressed. To an-
swer this question, all students who were part of a one-semester un-
dergraduate Critical Thinking course at the University of Melbourne
and used Reason!Able during this project, were asked to complete
a pre-test and a post-test that was based on the California Critical



Figure 4. Screenshot of Questmap

Thinking Skills Test. This test consisted of34 multiple-choice ques-
tions. Obviously, this experiment was not internally valid, because
no control group was used so that a valid comparison of the results is
impossible, although the measure seems to be reliable.

A similar study was reported by [17] in which students were also
pre-tested and post-tested using two tests, namely the California Crit-
ical Thinking Skills Test and written test in which students had to
identify the main conclusions, reformulate the reasoning, and eval-
uate the reasoning of a short argumentative text. The latter was as-
sessed by two experts. Methodological details were missing so no
real assessment of the internal validity can be made. But since no
direct control group was available, internal validity will be limited.

Another, more elaborate, study was reported in [14]. Students were
learning argumentation skills during a period of 16 weeks; one group
of 32 students participated in a traditional course, another group of
53 in a Reason!-based course. The latter was allowed to use Reason!
(a predecessor of the Reason!Able programme) to construct argu-
ment trees. Both groups were pre-tested and post-tested using the
Watson-Glaser Critical Thinking Appraisal; another multiple-choice
test. The students in the Reason! group were also asked to com-
plete the written pre-test and post-test. Although two groups were
tested, those were not compared to each other. This means that no
real between-subjects design was used. Moreover, it was not men-
tioned whether randomization was used. Therefore, this experiment
cannot be considered to be internally valid.

So, similar to Questmap, Reason!Able aims to provide support
to make its users better reasoners. Several studies were performed,
which were not internally valid. During the course, students had to
produce their own arguments but the written pre-test and post-test
consisted of the reproduction of an argument from an argumentative
text. Similarly, the multiple-choice tests involved identifying proper

arguments rather than constructing arguments. This means that the
task that measured the students’ skills considerably differed from the
assignments during the course, although both involved the identifica-
tion of arguments and counterarguments.

3.4.2 Results

In the first study it was found that the students’ scores improved with
almost4 points over the last three years (SD = 0.8). Generally, it
is assumed that the students’ performance in any subject would nor-
mally be expected to improve by only0.5 standard deviation over
three years. From this the author concluded that the Reason! ap-
proach improved the students’ critical thinking skills and was more
effective than traditional approaches. Unfortunately, no valid experi-
mental design was used to compare these results statistically.

Similarly in [16] and [17] it was claimed that the approach im-
proved the students’ skills more over one semester than traditional
approaches that needed the entire undergraduate period to achieve
the same result. Reason! was claimed to be three to four times more
effective than traditional approaches that do not use the Reason!Able
software. However, these claims seem to be premature, as the exper-
iments were not valid.

In the last study, two groups of students were tested but not com-
pared to each other. In [14] significant progress was reported for the
Reason! users (p < 0.05) on both the multiple-choice and the written
test, while the traditional group did not display a significant gain in
reasoning skills. But since internal validity was not assured, no safe
conclusion can be drawn.



Figure 5. Screenshot of the Reason!Able software tool

4 Discussion

The experiments described above significantly differ. The most im-
portant methodological differences are concerned with the nature of
the task that had to be performed, the measures used, and the un-
derlying argumentation theory. These differences are summarized in
Table 2.

With respect to the task, the main differences had to do with the in-
tended effect of use. Also the nature of the tasks differed, as in some
experiments the participants had to produce the arguments them-
selves, while in other ones reproduction of arguments based on a
argumentative text was asked or multiple-choice test had to be com-
pleted. Moreover, sometimes collaboration was mandatory, while in
other cases users had to work individually. In most experiments sub-
jects had to establish supporting and attacking (or contradicting) re-
lationships.

The measures that were used also differed. Although most of them
involved expert assessment, there was a lack of information about the
criteria that were used to assess the quality of the users’ reasoning.
Similarly, little is known about the contents of the multiple-choice
tests. As far as the measures of argument quality are concerned, an-
other important distinction has to be made. Two different aspects are
measured, firstly, the quality of the arguments’ structure. For exam-
ple, this is measured by the number of nodes used (is there a suffi-
cient amount of detail) or the validity of the structure. Secondly, the
quality of the content of the argument is measured, for instance, by
expert assessment.

It was found that most results indicated that the tools have a posi-
tive effect on argumentation skills and make the users better reason-
ers. However, most experiments did not yield significant effects. The
observation that different underlying argumentation theories were
used is relevant for the conclusions drawn. Results that are not sig-
nificant may be caused by an underlying theory that is not suitable

for the task at hand. For example, an IBIS-based system may not be
suitable for the task of constructing legal arguments.

The difference in measured effects means that we have to divide
our conclusions into three subconclusions on argument quality, ar-
gument coherence, and critical discussion skills. Significant effects
were only found for argument coherence. For argument quality the
effects were not significant, but trends were shown in the positive di-
rection. These trends both concerned argument structure and content.
No quantitative results were reported on discussion skills.

5 Conclusion and future work

This paper has provided a critical review of the most recent research
into the effectiveness of argument visualization tools. Although it is
promising that some researchers at least subjected their tools to test-
ing, most of the experiments described in this paper were not com-
pletely valid. Sometimes it was even impossible to determine the va-
lidity of the results at all, as many important details were missing in
the description of the experiments; in particular methodological and
statistical details were not mentioned. As a consequence, due to a
lack of internal validity, the differences found may not be completely
caused by the use of the visualization tool but may have additional
causes and due to a lack of external validity, the results cannot eas-
ily be generalized to other populations. Therefore, it is premature
to claim that argument visualization tools cause higher quality argu-
ments, critical discussion, or coherent arguments. But given the fact
that most results point in the same direction, we think it is reason-
able to assume that these tools have a positive effect on the users’
argumentation skills.

However, a lot still remains to be done, because until now exper-
iments have failed to provide significant evidence for the benefits of
argument visualization tools. After all, significant differences have
been found but only in invalid experiments, while in the internally



Table 2. Overview of methodological differences between experiments

Experimental tasks Experimental measures Argumentation
theory

Effect of use Production Links Collaboration
Belvedere critical discussion

skills and quality of
argument structure

production attack and
support

yes amount of discussion,
multiple-choice test, and
expert assessment of essay
by inferential strength,
difficulty, and spread

arguments in terms of
inference trees

Convince Me argument coherence
(structure)

unknown unknown unknown correlation with ECHO Thagard’s theory of
explanatory coherence

Questmap quality of both
argument structure
and content

production attack and
support

yes but not
mandatory in
control group
and not during
post-test

the number of argument
structures, the richness of
arguments, and expert as-
sessment of final exam

IBIS

Reason!Able quality of argument
content

reproduction
(pre-test and
post-test)

attack and
support

no multiple-choice critical
thinking skills tests and
expert assessment of
written test

arguments in terms of
inference trees

valid experiment the results have been not significant. More specif-
ically, based on our assessment of the internal validity, we have to
further restate our conclusions and say that with respect to the ex-
periments on Belvedere (the first experiment), Questmap, and Rea-
son!Able, no real conclusions can be drawn. Valid conclusions can be
drawn from the second experiment on Belvedere that failed to prove
a significant effect on argument quality, although a trend was proven
in the positive direction.

Nevertheless, the designs of these experiments and their short-
comings are useful to give recommendations for future research
on computer-supported argument visualization. First, the experiment
has to be valid, so that the results that are found and the conclusions
that are drawn are valid and can be generalized to larger populations.
More specifically, at least a between-subjects design should be used
with one control group. Second, the chosen measure should be reli-
able. Therefore, a quantitative, objective measure for the effective-
ness of a tool should be developed, but it should be noted that this is
not straightforward. The most reliable measure found so far seems to
be expert assessment, that is, specialists are asked to assess the qual-
ity of the argumentation by criteria such as the completeness and
validity of the argument constructed.

Now we have come to the point at which an action plan to conduct
research into the effectiveness of argument visualization tools can be
given:

1. Formulation of hypotheses.
2. Selection of the variables, especially choosing a dependent vari-

able that is based on a valid measurement.
3. Selection of the subjects, especially choosing a representative

sample for the population the results have to be generalized to,
other important issues include the sample size.

4. Selection of the design, especially choosing between a within-
subjects or between-subjects design, other important issues in-
volve randomization, homogenization (between-subjects design),
and balancing (within-subjects design).

5. Selection of the appropriate statistical tests in order to draw valid
conclusions.

Preferably, the usability and user-friendliness of the visualization
tool is tested first, so that it is easy enough for everybody to un-
derstand and use, and its complexity does not limit the constructed
arguments. Subsequently, other experiments can be conducted that
measure its effectiveness.

In short, this paper has made a contribution to the area of empiri-
cal research on argument visualization tools, in that it paves the way
for a more scientific approach to this research and provides an action
plan to conduct experiments. It is also relevant to our research project
on crime investigations, since the effectiveness of the tool we plan to
develop will be tested. Unfortunately, to our knowledge no experi-
ments focus on the effects of such tools on police investigations. We
are cautious to generalize the results described in this paper to the
domain of evidential reasoning in police investigations, as external
validity was not assured and the domain differs both in the type and
setting of the reasoning (cf. teaching versus crime solving). Most of
the described experiments did not concentrate on the effects on ev-
idential reasoning but focus on more general reasoning and conflict
resolution skills. Critical discussion and collaborative problem solv-
ing are other skills that are of use to police investigators. Taking this
into consideration the results on Belvedere and Questmap are most
relevant here, though no significant effects were demonstrated. This
means that a lot remains to be done in this area and that as far as we
know the experiment we plan to conduct on police investigators will
be the first of its kind.
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