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Abstract. This paper presents an argumentation based framesroach of other works [23, 5] to allow this priority relation and thus
work, developed as an extension of an existing framework for nonthe attacking relation to be dynamic, making the framework more
monotonic reasoning, in order to support an agent’s self deliberatiosuitable for applications.

process. The framework allows the agent to draw conclusions tak- We claim that this extended argumentation framework is a natural
ing into account in a natural way a given preference policy. Afterargumentation framework. But how should we define the naturality
developing the argumentation framework we examine two generalf an argumentation framework? To do so we can set the following
cases of such argumentative deliberation: (a) under a preference pdlesiderata for naturality:

icy that takes into account the roles agents can have within a context
pertaining to an environment of interaction and (b) under a prefer®
ence policy for the current needs of the agent emerging from his pro- : it
file. Inpthe);irst case we apply the argumentative deliberation mode? the encoding of a problem within the framework musidirectly
within a simple agent interaction scenario where each agent's self- €lated to the high-level specification of the problem
deliberation determines, according to his own policy, his position af the representations of problems mustrbedular, with changes
each step of the interaction process. In the second case we apply thell the problem accommodated locally within the argumentation
framework to model motivational factors that apparently drive hu- theory ) ) _ _

man behaviors and therefore can define agent personalities. AgerftstN€ argumentative reasoning and its computation mussidolel ar

will thus similarly, as it is claimed in psychological literature for hu- ~ @ndlocal to the problem task or query at hand

man beings, chose atany moment to pursue, those goals that are MoSinese properties are motivated from the perspective of a viable
compatible with their current motivations. _ _ computational model of argumentation. This list of desiterata is not
The proposed argumentation framework allows us to define policyyeant to be a complete list but rather that these are good properties
preferences at different levels of deliberation resulting in rr_1odu|a_r[hat one would expect from a natural argumentation framework. Ul-
rgpresentations of the agent’_s knowlgdge or persona_llty profile. Th'ﬁmately, the best criterion of the naturality of a framework is the test
high degree of modularity gives a simple computational model inypether it can be applied, exhibiting the above properties, to cap-
which the agent's deliberation can be naturally implemented. ture different forms of natural human argumentative reasoning thus
formalizing natural behaviour.
1 Introduction For Fhis reason_afte.r develpping our argumentation framework we
test this by studying in detail how it can be used to capture agent
Argumentation has had a renewed interest in Artificial Intelligencedeliberation in a dynamic external environment. In particular, we ex-
with several recent works studying its links to various problems suctamine two problems: (a) argumentative deliberation of an agent ac-
as the formalization of law, non-monotonic and common-sense reaording to a given decision policy on a domain of interest that takes
soning, agent deliberation and dialogue and others. Abstract framéto account the roles filled by the agents and the context of the ex-
works of argumentation are very powerful as they can encode mangrnal environment, and (b) argumentative deliberation of an agent
different problems but they face the challenge of doing so in a diabout his needs according to a meta theory of "personality” related
rect and natural way that at the same time is amenable to a simpfgeferences.
computational model. In this work, we adopt the idea that an agent is composed of a
In this paper, we study an argumentation framework developedet of modules each of them being responsible for a particular func-
over the last decade as a result of a series of studies [12, 8, 7, 11, Hfhnality, and all together implementing the agent’s overall behavior
6] on the links of argumentation to non-monotonic reasoning. Thige.g. problem solving, cooperation, communication, etc.). Therefore
framework, called Logic Programming without Negation as Failurewe consider that the proposed argumentative deliberation model can
(LPwNF), was proposed originally in [10] and can be seen as &e used in order to implement the various decision making processes
realization of the more abstract frameworks of [7, 4]. The abstracheeded by different modules of an agent. For example, the decision
attacking relation, i.e. its notion of argument and counter-argumentpor the choice and achievement of a goal (within the problem solv-
is realized through monotonic proofs of contrary conclusions and g module) or the decision for the choice of the appropriate partners
priority relation on the sentences of the theory that make up thesaccording to a specific cooperation protocol (within the cooperation
proofs. We extend the framework, following the more recent ap-module), etc.

the framework must bemple employing a small number of basic
notions e.g. a uniform single notion of attack between arguments



Over the last few years argumentation is becoming increasinglaccommodate roles and context in argumentative deliberation.
important in agent theory. Several works have proposed argumen- In LPwN F a non-monotonic argumentation theory is viewed as
tation models in the multi-agent field [28, 27, 21, 16, 3, 1, 2].a pool of sentences (or rules) from which we must select a suitable
Our work can be seen as bringing together work from [27, 2] whosubset, i.e. an argument, to reason with, e.g. to support a conclusion.
have suggested that roles can affect an agent’s argumentation, esfgentences in & PwNF theory are written in the usual extended
cially within the context of a dialogue, and work from [23, 5] who logic programming language with an explicit negation, but without
have shown the need for dynamic priorities within an argumentationhe Negation as Failure (NAF) operator. We will often refer to the
framework when we want to apply this to formalize law and othersentences of a theory as argument rules. In addition, these rules may
related problems. In this paper, we put together these ideas propdse assigned locally a "relative strength” through a partial ordering
ing a new argumentation framework for agent deliberation obtainedelation. For example, we may have
by extending the argumentation framework (@fPwNF’) [10, 6] fly(X) < bird(X) - fly(X) < penguin(X)
to include dynamic priorities. We also employ a simple form of ab- bird(X) < penguin(X) bird(tweety)
duction to deal with the incompleteness and evolving nature of thevith an ordering relation between the rules that assigns the second
agent’s knowledge of the external environment. rule higher than the first. This theory captures the usual example of

We show how our framework can encompass the influence thdflying birds” with its exceptions, without the use of explicit qual-
the different relative roles of interacting agents and the context offications of the default rules with abnormality conditions. We can
the particular interaction can have on the deliberation process of theonclude thatweety flies since we can derive this from the first rule
agents. Roles and context define in a natural way dynamic prioritieand there is no way to derivefly(tweety). We have an argument
on the argumentative decision rules of the agent at two different levfi.e. a proof) for fly(tweety) but no argument for fly(tweety).
els in the deliberation process. These priorities are represented withiiwe add to the theorpenguin(tweety) then we can derive both
the overall argumentation theory of the agent in two correspondingly(tweety) and —fly(tweety) - we have an argument for ei-
modular parts. The use of this argumentative deliberation frameworther conclusion. But in the non-monotonic argumentation semantics
is demonstrated within an interaction protocol where the agent’s desf the theory we can only concludefly(tweety). This overrides
liberation helps him to decide his position. fly(tweety) since the argument that derivegly (tweety) contains

Our use of the same argumentation framework to model agerthe second rule which is designated higher than the first rule which
motivations and through that, agent personalities, is inspired by theelongs to the argument that derivgg(tweety). We say that the
classical work of Maslow [17] in which he sets up a theory of hi- argument for-fly(tweety) attacks the argument foifly (tweety)
erarchy of human needs (physiological, safety, affiliation, achievebut not vice-versa. In general, the argumentation-based framework
ment, learning) corresponding to motivational factors that drive huof LPwN F' is defined as follows.
man behavior. According to this theory human beings consider their
unsatisfied needs in an order and decide to satisfy first those that aRegfinition 1 Formulae in the background logic' (£, ) of the
lower (and hence more important) in the hierarchy before consideframework are defined as L < L1,..., Ly, where L, L, ..., Ly
ing higher needs. In the agent literature, Maslow’s theory is alreadyre positive or explicit negative literals. The derivability refation, -,
used by [18, 19] for guiding the behavior of deliberative and reactivedf the logic is given by the single inference rule of modus ponens.
agents in various unpredictable environments. To our knowledge our
work is the first time where argumentation is used to model Maslow's Together with the set of sentences of a thebrywe are given an
hierarchy and other similar agent personalities where the mechanisfidering relation< on these sentences (whese< v or < (¢,)
for choosing which need to address next is carried out via a proced8eans thap has lower priority thanp). The role of the priority rela-
of argumentative deliberation. tion is to encode locally the relative strength of argument rules in the

Section 2 presents the extension of the basic argumentation framf1€ory. The relatior< is required to be irreflexive.
work of LPwNF with dynamic priorities. It also gives the basic Definition 2 An argumentation theory (7, <)
concepts of roles and context and how these are captured through in £ together with a priority relation < on the sentences of 7. An

namic priorities in argumentation. Section 3 studies a simple imeracérgument for aliteral L in a theory (T, <) isany subset of 7 that
tion protocol based on argumentative deliberation. Section 4 presentSyives I T - L. under the backgroundjlogic

how we model within our argumentation framework a hierarchy of

needs of an agent and how these are chosen via argumentative delib-ln eneral, we can separate out a part of the theerg T (e
eration. Section 5 discusses related and future work. 9 ' P P oy ~

the last two rules of the example above) and consider this as a non-
2 Argumentative Deliberation defe_asiple part from Which_ any argument rule can draw info_rmation
that it might need. The notion of attack between arguments in a the-
An agent has his own theory expressing the knowledge under whichry 7 is based on the possible conflicts between a litérand its
he will take decisions. This decision process needs to compare akxplicit negation-L and on the priority relatior: on 7.
ternatives and arrive at a conclusion that reflects a certain policy of
the agent. In this paper we formalize this type of agent reasoning Vigafinition 3 Let (T, <) be a theory and T, 7" C T Then T" at-
argumentation where the deliberation of an agent is captured throuq{l:icks T (or T' is a counter argument of T) iff there exists L,
an argumentative evaluation of arguments and counter-argumentS.T1 CT andT, C T st.:

There are several frameworks of argumentation proposed recently —
(e.g. [22, 4]) that could be adopted for formalizing an agent’s delib(1) Ty Fonin L and Ty Frnin L
eration. We will use the framework presented in [10, 6], calledic (i) (3' e Th,r e Tost.r' <r) = (I’ € T, r € Tost.r <1').
Programming without Negation as Failure (LPwN F') (The histori-

cal reasons for this name are not directly relevant to this paper). We The background logic of this argumentation framework can be replaced
briefly review this framework and then study its extension needed to with any monotonic first order logic.

isa set of sentences




HereT F,.i» L means thal’ - L under the background logic and will assume that the conditions of any rule in the theory do not refer
that L can not be derived from any proper subsefofThe second to the predicaté:._p thus avoiding self-reference problems. We now
condition in this definition states that an argum&htfor L attacks  need to extend the semantic definitions of attack and admissibility.
an argument’ for the contrary conclusion only if the set of rules that o , ,
it uses to prove. are at least of the same strength (under the priorityDef'r"“O,n 6, Let (7,P) be atheory, T,7'C T and P, P' C 73,
relation <) as the set of rules iff’ used to prove the contrary. Note 11en (7", P') agtacks (T, P) iff there exists a literal L, Ty C T",
that the attacking relation is not symmetric. T,CT, P CP andP,CPst:

Using this notion of attack we then define the central notions of) 7, U P, ,,;,, L and To U Py b iy —L

an admissible argument of a given theory and the non-monotonigjiy (3" € T, UP,,r € T, UP, st. TU P+ hop(r,r')) = (3r' €
argumentation consequence relation of a given theory as follows. 7, y P, r € T, U P, st. T' U P' + hp(r', 7).

Definition 4 Let (7, <) be a theory and T' a subset of 7. Then T Here, whenL does not refer td_p, T'U P .4, L means that
is admissibleiff T is consistent and for any T' C 7 if T’ attacks T T Fmin L. This extended definition means that a composite argu-
then T attacks T". ment(T', P') is a counter-argument to another such argument when

they derive a contrary conclusiof, and(7” U P') makes the rules
Definition5 Let T = (7, <) be atheory and L a ground literal. of its counter proof at least "as strong” as the rules for the proof by
Then L isacredulous (resp. skeptical) consequenaé T iff L holds the argument that is under attack. Note that now the attack can occur
ina (resp. every) maximal (wrt set inclusion) admissible subset of 7. on a contrary conclusiof that refers to the priority between rules.

Definition 7 Let (7,P) be a theory, T C 7 and P C P. Then
(T, P) is admissibleiff (T' U P) is consistent and for any (7", P")
Agents are always integrated within a (social) environment of interif (I, P’) attacks (T, P) then (T, P) attacks (I", P').

action. We call this theontext of interaction. This determines re-

lationships between the possible roles the different agents can haveHence when we have_dy_namlc priorities, for an objept-l_evel_ argu-
within the environment. We consider, in line with much of the agentment (from7) to be admissible it needs to take along with it priority

literature, (e.g. [20, 30]), @ole as a set of behaviour obligations, _arguments (fronP) to make_ ltself at Ieast_ "a_s strong” as the oppos-
rights and privileges determining its interaction with other roles. ing counter-arguments. This need for priority rules can repeat itself
Generally, the substance of roles is associateddefailt context when the initially chosen ones can themselves be attacked by oppos-

that defines shared social relations of different forms (e.g. authorit)),ng priority rules and again we would ”ee‘_’ to makg now the priority
friendship, relationship, etc.) and specifies the behaviour of roles béyles themselves at Ie_ast as strong as their opposing ONes. .
tween each others. Consequently, it implicitly installs a partial order _Let us illustrate this extended form of_argumentatlve reasoning
between roles that can expresses preferences of behaviour. For W—th an e_xample_ adapted f_rom. [23]. In this example, we are trying
stance in the army context an officer gives orders that are obeyed é%formallse_ a piece of I_eg_lslatlon that_ refers to whether or not we
a soldier, or in a everyday context we respontairour more easily to ould mod_lfy an old building. In the _f'rSt part, O_f the theory we

a friend than to a stranger. However, a default context that determinég’we the objegt-level law that refers directly to this particular topic:
the basic roles filled by the agents is not the only environment wherb! (X) : mmodify(X) « protected(X)

they could interact. For example, two friends can also be colleaguee(X) : modify(X) « needs-repair(X)

or an officer and a soldier can be family friends in civil life. There- ” —

fore we consider a second level of context, calipecific context, In addition, we have a theor} that represents the priorities be-

which can overturn the pre-imposed, by the default context, orderin een these (and other) Iayvs as captu_red by another _(more general)
between roles and establish a different social relation between the art of the law that deals with the relative strength of different types

For instance, the authority relationship between an officer and a so@t regulations:
Lo, Lp) : hop(Lo(X), Lp(X))  art_protect law(Lq (X)),

dier would change under the specific context of a social meeting aﬁ?( o law(L X(
home or the specific context of treason by the officer. planning_law(Ly( z)

2.1 Roles and Context

rr2(La, Lp) : hop(Le(X), Lp(X))  art_protect_law(Ly (X)),
(X ))(

. . preservation_law(
2.2 Argumentation with Roles and Context (rra(La(X), Ly(X)), rr1 (Lo (X), Ly (X))

rra(rra,rr1) : hop
In order to accommodate in an agent’s argumentative reasoning thkngerous(X).
roles and context as described above we can extend the framework
of LPwNF so that the priority relation of a theory is not simply  The first of these states that a law for artistic protection is gener-
a static relation but a dynamic relation that captures the non-statially stronger than a planning law whereas the second says that a law
preferences associated to roles and context. There is a natural wayfty the preservation of an old building is generally stronger than an
do this. Following the same philosophy of approach as in [23], theartistic protection law. The third statement stipulates that in the par-
priority relation can be defined as part of the agent’s thebrgnd  ticular case of a building that is dangerous to the public then the law
then be given the same argumentation semantics along with the retat gives higher priority to preservation laws over artistic protec-
of the theory. tion laws is stronger than the law that gives higher strength to artistic

We distinguish the part of the theory that defines the priority rela-protection laws over planning laws.

tion by P. Rules inP have the same form as any other rule, namely We also have in the non-defeasible parof the theory some gen-
L+ Ly,..., L, where the head. refers to the higher-priority re- eral information on the type of these laws together with information
lation, i.e. L has the general fornrk. = h_p(rulel,rule2). Also on a particular case for@llao:
for any ground atonmh_p(rulel, rule2) its negation is denoted by preservationlaw(r2(X)) « serious-damage(X)
h_p(rule2,rulel) and vice-versa. For simplicity of presentation we art_protect_law(ri(X)) planning_law(r:(X))



protected(villao) needs_repair(villao) s/he would prefer to keep it. Such policy is represented at the third
serious_damage(villag) dangerous(villag). level inP¢:
Ci : hp(R1(A, Obj, A1), R2(A, Obj, A1)) < common(A, Obj, A1)

Should we modify villap or not and how do we argue C::h_p(R2(A,Obj, A1), R1(A,Obj, A1)) < urgent(A, Obj).
the case for our conclusion? We have two conflicting object-Note themodularity of this representation. For example, if the com-
level arguments relating to the modification efllas. These pany decides to change its policy "that employees should generally
are Ay = ({ri(villao)}{}) for =modify(villap) and Ay = satisfy the requests of their superiors” to apply only to the direct man-
({r2(villag) }{}) for modify(villag). We can strengthen these ager of an employee we would simply repla@eby the new ruleR;
arguments by adding priority rules in them. If we extend without altering any other part of the theory:
Ay to Ay = (Ay, {rri(ri(villao), r2(villag))}) then for  Ri:hp(ri(A,Obj, A1), r2(A, Obj, A1)) < manager(Ai, A).
A, to attack backA) it needs to extend itself toA, = Consider now a scenario where we have two agenisand
(Ag, {rro(ra(villao), r1 (villag))}). Now these extended argu- @92 Working in competing departments and thap requests an

ments have another conflict on the priority between the object levePPiect fromag.. This is represented by extra statements in the
rules r1, o, i.e. on hop(ri(villao), r2(villao)). A} and A, at- non-defeasible p_artZB, of the theory_, e.gcompetitor(agg,agl),
. / ) requests(ags, obj, ag1). Shouldag: give the object tag> or not?
tack each other on this. Buk, can strengthen its argument for : o
. . o - If ag: does not need the object then, there are only admissible ar-
h_p(ra2(villao), r1(villao)) by adding in its priority rules the rule s - .
4 g . guments for giving the object, e.d\1 = ({r1(ag1,0bj,ag2)}, {})
{rra(rrz, rr1)}. In fact, if we consider the attack od, given .4 qunersets of this. This is because this does not have any
by ({}, {rr2(r2(villao), r1 (villao)), rra(rr,rr1)}) there is no o hter argument as there are no arguments for not giving the
way to extendA; so that it attacks this back. Henak, (and  gpject sinceneeds(ag:,obj) does not hold. Suppose now that
A1) is not admissible. We only have admissible sets that derivg,ceqs(ag,, obj) does hold. In this case we do have an argument
modi fy(villag) and hence this is a skeptical conclusion. for not giving the object, namelp, = ({r2(ag1, obj, ags)}, {}).
This example illustrates in particular how we can take into accounipic is of the same strength s, but the argumentﬁ;, formed
the relative strength that different types of law have on the reasoninqJy replacing in A» its empty set of rules of pr‘iority with
The types c_)f law act as roles with rglative importange_which depend?R2 (r2(agy, obj, ags), 71 (agi, obj, ags))}, attacksA; and any of
on the particular context under which we are examining the case. s g nersets but not vice-versas gives higher priority to the rules
_We (_:an_now deflr_1e an agent_’s argumentation theory for descrlblngf A, and there is no set of priority rules with which we can ex-
his policy in an environment with roles and context as follows. tend A, to give its object-level rules equal priority as those of
A,. Hence we conclude skeptically thag;, will not give the ob-
ject. This skeptical conclusion was based on the fact that the the-
to h_p, all the rulesin Px are priority rules with head h_p(r1, ) ory of agi cannot provg thatg> is of higher rank than himsglf.
st. ri,7y € T and all rules in Pc are priority rules with head If the z,agent learns thdtigher_rank(agz,agi) does hold them\,
hp(Ri,Rz) st. Ri, R € Pr U Pq. and A, obtained by adding to the priority rules af; the set
{R1(r1(ag1,0bj,agz),r2(ag1, obj,agz))}, attack each other. Each
We therefore have three levels in an agent’s theory. In the first levedne of these is an admissible argument for not giving or giving the
we have the rule§™ that refer directly to the subject domain of the object respectively and so we can draw both conclusions credulously.
agent. We call these th@bject-level Decision Ruleof the agent. Suppose that we also know that the requested object is
In the other two levels we have rules that relate to the policy unfor a common project ofag; and ag». The argumentA; is
der which the agent uses his object-level decision rules according igow not admissible since now it has another attack obtained
roles and context. We call the rulesftk andP¢, Role (or Default by adding to the priority rule ofA'1 the extra priority rule
Context) Priorities and(Specific) Context Prioritiesrespectively. ) (R, (ag, 0bj, agz), R2(ag1, obj,ag2)) thus strengthening its
As an example, consider the following thedfyrepresenting (part  derivation ofk_p(r1, r2). The attack now is on the contrary conclu-
of) the object-level decision rules of an employee in a company.  sion h_p(r1,r2). In other words, the argumentative deliberation of

Definition 8 An agent’s argumentative policy theory or theory,
T,isatripleT = (T,Pr,Pc) where therulesin 7 do not refer

r1: give(A, Obj, A1) < requests(A1, Obj, A) the agent has moved one level up to examine what priority would the
ro @ give(A, Obj, A1) < needs(A, Obj) different roles have, within the specific context of a common project.
73 1 give(A, Obj, A2) < give(A, Obj, A1), A2 # Ai. A, cannot attack back this attack and no extension of it exists that

In addition, we have a theor§r representing the general default \you|d strengthen its rules to do so. Hence there are no admissible
behaviour of the code of contact in the company relating to the "Oleﬁrguments for not giving andg, draws the skeptical conclusion to

of its employees: a request from a superior is in general stronger thajlve the object.

an employee’s own need; a request from another employee from a\ye have seen in the above example that in several cases the ad-
competitor department is in general weaker than its own need. (Herﬁissibility of an argument depends on whether we have or not some
and below we will use capitals to name the priority rules but thesgyackground information about the specific case in which we are rea-
are not to be read as variables). soning. For example,g: may not have information on whether their
Ry : hop(ri(A, Obj, Av),r2(A, Obj, Ar)) < higher_rank(Ai, A)  two departments are in competition or not. This meansdhatan-

Rz : hop(ra(A, Obj, A1), r1(A, Obj, A1)) = competitor(A, A1) not build an admissible argument for not giving the object as he can-
R : hop(ri(A, Obj, A1), r1(A, Obj, A3)) = higher_rank(A1, A2) not use the priority ruleR, that it might like to do. But this infor-
Between the two alternatives to satisfy a request from a superiofhation maybe just unknown anddf; wants to find a way to refuse
from a competing department or not, the first is stronger when thesgye request he can reason further to fassumptions related to the

two departments are in the specific context of working together oRynknown information under which he can build an admissible ar-

a common project. On the other hand, if we are in a case where th@ment. Hence in this example he would build an argument for not
employee who has an object and needs it, needs this urgently then



giving the object tazg. that isconditional on the fact that they be-

The later proposition shows that we can build an admissible argu-

long to competing departments. Furthermore, this type of informamentA = (O, R) by joining together an object-level argument
tion may itself be dynamic and change while the rest of the theoryogether with a set of priority rule® that makes) admissible and is

of the agent remains fixed, eqg: may have in his theory thaig.

itself admissible with respect to the higher level of context priorities.

belongs to a competing department but he has not yet learned th@hese results provide the basis for a modular computational model
ag> has changed department or that his department is no longeriaterms of interleaving levels of admissibility processes one for each

competing one.

We can formalize this conditional form of argumentative reason-
ing by defining the notion o$upporting information and extending

argumentation witlabduction on this missing information.

Definition 9 LetT = (7, P) beatheory, and .A adistinguished set

of predicates in the language of the theory, called abducible predi-

cates. Given a goal G, a set S of abducible literals consistent with

the non-defeasible part 7o of T', iscalled a strong (resp. weak) sup-
porting evidencefor G iff G is a skeptical (resp. credulous) conse-

quenceof (T U S, P).

level of arguments in the theory.

In general, the basi€ Pw N F has a simple and well understood
computational model [6] that can be seen as a realization of a more
abstract computational model for argumentation [14]. It has been
successfully used [13] to provide a computational basis for reason-
ing about actions and change. The simple argumentation semantics
of LPwNF, where the attacking relation between arguments de-
pends only on the priority of the rules of a theory, gives us a natural
"dialectical” proof theory for the framework. In this we have two
types of interleaving derivations one for considering the attacks and
one for counter attacking these attacks. The proof theory then builds

The structure of an argument can also be generalized as follows 2n admissible argument for a given goal by incrementally consider-

Definition 10 Let T = (7,P) be a theory and A its abducible
predicates. A supported argumentin 7' is a tuple (A, S), where
S is a set of abducible literals consistent with 7o and A is a set of
argument rulesin 7', which is not admissible in 7', but is admissible
inthe theory (7" U S, P). We say that S supports the argument A.

The supporting information expressed through the abducible
predicates refers to the incomplete and evolving information of th
external environment of interaction. Typically, this information per-
tains to the context of the environment, the roles between agents ﬁq
any other aspect of the environment that is dynamic. We will see in
section 3 how agents can acquire and/or validate such informati
through an interaction protocol where they exchange missing info

mation.
Given the above framework ttegumentative deliberationof an

agent can be formalized via the following basic reasoning function

Definition 11 Let Ag be an agent, T' his argumentation theory, G
a goal and S a set of supporting information consistent with 7.
Then we say that Ag deliberateson G to produce s*?, denoted by
deliberate(Ag, G, S; s*9), iff s°9 # {} isa strong supporting evi-
dence for G inthetheory T U S. If s*9 = {} then we say that Ag
accepts7 under T' U S and is denoted by accept(Ag,G,S) Further-
more, given an opposing goal G (e.g —=G) to G and s’ produced by
deliberation on G, i.e. that deliberate(Ag, G, S;s') holds, we say
that s is supporting evidence for agent Ag torefuseG inT U S.

2.3 Modularity and Computation

on.
r_

S.

ing all its attacks and, whenever an attack is not counter-attacked by
the argument that we have build so far, we extend this with other ar-
guments (rules) so that it does so. This in turn may introduce new
attacks against it and the process is repeated.

The priorities amongst the rules help us move from one type of
derivation to the other type e.g. we need only consider attacks that
come from rules with strictly higher priority than the rules in the

gtrgument that we are building (as otherwise the argument that we

%have so far will suffice to counter attack these attacks.) For the more

eneral framework with dynamic priorities we apply the same proof
eory extended so that a derivation can be split into levels. Now a
potential attack can be avoided by ensuring that its rules are not of
higher priority than the argument rules we are building and hence we
move the computation one level up to attacks and counter attacks on
the priorities of rules. This move one level can then be repeated to
bring us to a third level of computation.

This extended proof theory has been implemented and used to
build agents that deliberate in the face of complete (relevant) infor-
mation of their environments. We are currently investigating how to
extend this implementation further with (simple forms of ground) ab-
duction, required for the computation of supporting evidence in the
face of incomplete information about the environment, using stan-
dard methods from abductive logic programming.

3 Argumentation based Agent Interaction

In this section, we study the use of the argumentative deliberation of
an agent, defined above, within a simple interaction protocol where
two agents are trying to agree on some goal, as an example of how

As mentioned above, the proposed framework allows modular reppis argumentation framework can be used within the different deci-
resentations of problems where a change in the policy of an ageqfon making processes of an agent. In our study of this we will be
can be effected locally in his theory. The following results formahzemaimy interested how agents can use their argumentative delibera-

some of the properties of modularity of the framework.

Proposition 12 Let A be a set of arguments that is admissible sep-
arately with respect to the theory 1 = (T, Pr1, {}) and the theory
Ty = (T,Pr2,{}). Then A is admissible with respect to the the-
oryT = (T, Pr1UPgr2,{}). Smilarly, we can decompose P into
Pc1 and Peo.

Proposition 13 Let A be a set of arguments that is admissible with
respect to the theory Ty = (T, Pr, {}). Suppose also that A is ad-
missible with respect to 7> = (7 U Pr, {}, Pc). Then A isadmis-
siblewithrespectto T' = (7, Pr, Pc).

tion in order to decide their position at each step of the interaction
process. We will not be concerned with the conversation protocol
supporting the agent interaction.

Each agent builds his reaction according to his internal argumen-
tative policy theory, his current goal and other supporting informa-
tion about the external environment that he has accumulated from
the other agent. This extra supporting information is build gradually
during the interaction and it allows an incremental deliberation of the
agents as they acquire more information.

In the specific interaction protocol that we will consider, each
agent insists in proposing his own goal as long as his deliberation



with his theory and the accumulated supporting information (agreed
by the two agents so far) produces new supporting evidence for this
goal, suitable to convince the other agent. The first of the two in-
teracting agents, who is unable to produce a new such supporting
evidence, abandons his own goal and searches for supporting infor-
mation, if any, under which he can accept the goal of the other agent
(e.g. a seller agent unable to find another way to support his high
price considers selling at a cheap price, provided that the buyer has a
regular account and pays cash). In such a case, if the receiver agent

Phase 2

Step 1 (Agent 30)
Se—update(S, ent), ne—nt1
agent X deliberate 3, GT, 5 5,5)
If 5% exists then propose(GY, &, 5,50 t0 T
Else End(Failure)
Step 2 %Agent )
e —avaluate( T, s>
If e, %=z, then End(agreement, GY)
Else propose (37, e*, @), Goto step 1

can endorse the proposed supporting information the interaction ends

with an agreement on this goal and the supporting information accu-

mulated so far. Otherwise, if the receiver refuses some of the prdWeen wo agents, a seller called X who has the g6dl, to sell

posed supporting information the sender takes this into account arfjProduct at a high price to another agent, the buyer, called Y, who

tries again to find another way to support the goal of the other agenfl@s the (opposing) godk™ , to buy this product at a low price. They

If this is not possible then the interaction ends in failure to agree o€ rying to find an agreement on the price by agreeing eithéFon

a common goal. oron G". We assume that the seller has the following argumentation
The following algorithm describes the steps of the interaction pro0licy for selling produc’g{s. We present only a part of this theory.

cess presented above. Let us denote by X and Y the two agents, B object-level theorg™ of the seller contains the rules:

GX,GY their respective goals, by S the knowledge accumulated durtt : sell(Prd, A, high_price) « pay-normal(A, Prd)

ing the interaction exchanges and4dy, s} the various supports that 72 * sell(Prd, A, high_price)  pay_install(A, Prd)

the agents generate in their deliberation. Note that v@&nGY are 73 ° sell(Prd, A, low_price) < pay_cash(A, Prd)

opposing goals any supporting evidence for one of these goals aléé * —sell(Prd, A, Py) = _Sell(P”_la A):(Pl)a P2X?é Py _

forms a reason for refusing the other goal. His role and context priority theorie®r andP¢g , are given below.

Besides the argumentative functiafidiberate andaccept given They contain the policy of the seller on how to treat the various

in the previous section, we need three more auxiliary functionstyPes Of customers. For example, to prefer to sell with normal

which are external to the argumentative reasoning of an agent arRfying conditions over payment by installments when the buyer is
relate to other functions of the agent in the present interaction prc Normal customer (sek). Also that there is always a preference
tocol. The functiorpropose(Goal, e;, ;) is used by a sender agent 1 Sell at high price (sed., Rs) but for regular customers there
to determine what information to send to the other agéol isa '€ condmo_ns under_ which the seller would sell at low price (see
goal proposec; is the evaluation by the sender of the supporting in-£%4, £25). This low price offer to a regular customer applies only
formations; sent to him in the previous step by the other agent, andVhen we are notin high season (&g C2).
s; is a new supporting evidence produced by the deliberation func-
tion of the sender. The functiarvaluate(Ag, s;) produces; where Ry ( ) )
each (abducible) literal in the supporting informatigmmay remain Ry : ( ) )
as it is or negated according to some external process of evaluatidf® : r Eprd, Ag:TS(PTd: A;;
( ) )

of this by an agentig. The functionupdate(S, e) updates, through &4 : h-p(rs(Prd, A vTIEPTdvA « regular(A), buy 2(A, Prd)
1

hp(ri(Prd, A),r2(Prd, A
hp(
hp(
h_p(
Rs5 : hop(rs(Prd, A),r1(Prd, A)) < regular(A),late-del(A, Prd)
hp(
hp(
hp(

1 < normal(A)
ri(Prd, A),rs(Prd, A
2

an external mechanism, the accumulated supporting information 5 )

with the new informatiore consisting of the agent’s evaluation of Ci: Ry(Prd, A), Ra(Prd, A)) « high_season
the supporting evidence sent by the other agent and the evaluation Ge Ry(Prd,A),R
his own supporting information by the other agent. Cs: R4(Prd,A),R

As described above, the interaction protocol has two phases. Phase ) ) ) ) o
1 where each agent insists on its own goal and Phase 2 where they 4gts us consider the particular interaction scenario given below and

trying to agree on the goal of one of the two agents. In the definitiorstudy how the seller uses his own argumentative deliberation in this
below Phase 2 supposes that agent X initiates this phase. scenario.

5(Prd, A)) < high_season
5 (P?"d, A))

Phasel

Seller X (step 1): propose(G¥, &, s=fpay normal})
Buyer Y (step 2): NO; eg=sp; S=(gy); deliberate (¥, GY, S;
s={expensive price}); propose (G, ¢y, 81)

Phase 1
Step 1 (Agent X starts the Interaction)

Agent K propose (G, &, sl to T
Step 2 (Agent 1)
e t—evariuate( Y, s, Se—update(S, en.lYUeéz‘?
If ¥ aceeps( Y, G+, 3) then End(agreement, ‘)
Else nertl; agent ¥ deliberate (¥, GV, 3 a,1)
If 2,7 existe then propose{GY, ex s, sl ) to X
Else Start Fhase 2
Step 3 (Agent ¥
Ent e—avaluate (3, e 1), Se—updaie(S, ep 1 Pie,d
If X aceaps(30, GT, 3) then End(agreement, G
Else ne—n+1; agent X deliberate (30, &, 5, a%)
If 5, % exists then prapase (GX, ep1l, snX) to ¥
Goto step?
Else Start Phase 2

Seller X (step 33 NO; e;=5;, S=(eve;); deliberate 3, G=, S;
s;={pay_install}); propose (G%, ey, 53)

Buyer Y (step 2): NO,; e;=—s; S=(egees); deliberate(Y, GY, S;
s;={pay cash}); propose(GY, e, 55)

?q{ler X (step 3): NO; er=s3; S=(egejvepes), deliberate (X, G=, 8, 5);
ails

Phase 2

Seller X (step 1): S=(epe;epre;); deliberate (3, GY, S;

sq~{regular cust, buy 2}); propose (G¥, & s4)

Buyer Y (step 2): NO; e;={regular cust, —buy 2}; propose(GY, e, &)
Seller X (step 1): S=(ejrejwe ez es); deliberate (X, GY, S;
ss={later deliverv}); propose (GY, &, 85

Buyer Y (step 2): es=55, YES; End(agreement, GY)

At the third step of Phasel the seller needs to see if he can find an
argument to support his goal (of selling high) given the fact that

We illustrate this algorithm with a buying-selling scenario be-the buyer considers the price expensive. Deliberating on his goal,



he now finds another argument for selling high, using the objectelasses according to the motivation that they address. These are
level rule r» since he can no longer consider the buyer a normaPhysiological, Safety, Affiliation or Social, Achievement or Ego
customer andr; does not apply (the seller derives this from someand Self-actualization or Learning. As the world changes a person
general background knowledge that he haggre.g. from a rule is faced with a set of potential goals from which it selects to pursue
—normal(A) « expensive(A, high_price)). This new argument those that are "most compatible with her/his (current) motivations”.
needs the suppopiay-install(buyer, prd) and the seller offers this We choose to eat if we are hungry, we protect ourselves if we are in
information to the buyer. danger, we work hard to achieve a promotion etc. The theory states
At the last step of Phasel the seller deliberates again on his own gadat in general there is an ordering amongst these five motivations
(to sell high) but cannot find a new solution anymore. He thereforghat we follow in selecting the corresponding goals. But this order-
initiates phase2 where he considers the goal of the buyer, i.e. to séfig is only followed in general under the assumption of "other things
atlow_price and finds that it is possible to do so if the customer isbeing equal” and when special circumstances arise it does not apply.
a regular one and he accepts some other conditions. He finds an ad-Our task here is then to model and encode such motivating factors
missible argument for low price using the object-level msland the  and their ordering in a natural way thus giving a computational model
role priority rule R4. This is conditional on the information that the for agent behaviour and personality.

buyer is indeed a regular customer, will pay cash and that he will buy Let us assume that an agent has a thgogescribing the knowl-

two of the products. Note that for this argument to be admissible thedge of the agent. Through this, together with his perception inputs,
context ruleC; must not apply, i.e. the seller knows that currently he generates a set of needs that he could possibly address at any par-
they are not in &igh_season. The buyer confirms the first two con- ticular situation that he finds himself. We will consider that these
ditions but refuses the third. The seller then has another solution toeeds are associated to goals, G, e.g. to fill with petrol, to rest, to

sell low to a regular customer conditional on late delivery. help someone, to promote himself, to help the community etc. For
It is easy to show the following result of termination and correct-simplicity of presentation and without loss of generality we will as-
ness of the above interaction protocol. sume that the agent can only carry out one goal at a time and thus
N ) ) any two goals activated by oppose each other and a decision is
Proposition 14 Let X, Y be two agents with T, Ty their respec-  peeded to choose one. Again for simplicity we will assume that any

tive argumentation policy theories such that for each goal, G, there e goald is linked only to one of the five motivations above,,
exists only a finite number of different supporting evidence for G in and we will thus writeG;, j = 1, ..., 5 to indicate this, withm,
Tx or Ty . Then any interaction process between X and Y will ter-
minate. Furthermore, if an interaction process ter minates with agree-

Physiological, ma = Safety, ms = Affiliation, ms =
Achievement, ms = Self — actualization.

ment on a goal G and 5’ is the final set of supporting information Given this theory[T, that generates potential goals an agent has a
accumulated during the interaction then G is a skeptical conclusion  gecond level theoryP,,, of priority rules on these goals according
of bothTx USandTy U S. to their associated motivation. This theory helps the agent to choose

amongst the potential goals that it has and forms part of his decision

We also remark that the evaluation functiemaluate(Ag, s;), . . ;
aluate(Ag, 5i) Rollcy for this. It can be defined as follows.

used by an agent within the interaction process in order to decide
he can accept a proposed supporting informagjpoan vary in com-
plexity from a simple check in the agent’s database on the one hal
to a new (subsidiary) argumentative deliberationspaccording to

a related argumentative policy theory that the agent may have.

Definition 15 Let Ag be an agent with knowledge theory 7. For
Nheh motivation, m;, we denote by S; the set of conditions, evalu-
ated in 7, under which the agent considers that his needs pertaining
to motivation m; are satisfied Let us also denote by N; the set of
conditions, evaluated in 7", under which the agent considers that his
4 Agent Deliberation on Needs and Motivations needs pertaining to motivation m; are critical . We assume that S;
and N; are disjoint and hence N; corresponds to a subset of sit-

In this section, we will study how the argumentation framework pro-"—"° .
osed in this paper can help us model the needs and motivations ygtions where -.5; holds. Then the default motivation preference
P theory of Ag, denoted by P4, isa set of rules of the following form:

an agent. In particular, we will examine the argumentative deliber-
ation that an agent has to c_arrynout in order_to dec_lde Whlch.nee_d.s Rilj L hop(Gi, G;) « N;

to address at any current situation that he finds himself. This will, p3 . hop(Gi, Gj) « —Si, —N;

then allows us to use the argumentation framework to specify differ- T r

ent personalities of agents in a modular way independently from th@here G; and G; are any two potential goals, (i # j), of the agent

other architectural elements of an agent. associated to motivations m; and m;; respectively.
We will apply the same approach as when we model a preference

policy of an agent in a certain knowledge or problem domain, de- The first rule refers to situations where we have a critical need to
scribed in the previous sections. We now simply consider the domaisatisfy a goalG; whereas the second rule refers to situations where
of an agent’s needs and motivations where, according to the type t¢he need7; is not critical and s@7; can be preferred.
personality of an agent, the agent has a default (partial) preference Hence when the conditionS; hold an agent would not pursue
amongst the different types of needs. Hence now the type of needpals of needs pertaining to this motivation. In fact, we can as-
or the motivation that this need addresses, plays an analogous radeame that whenever a gad} is activated and is under consideration
to that of Roles in the previous section. The motivations will thenthat—S; holds. On the other side of the spectrum wiérholds the
determine the basic behaviour of the agent in choosing amongst higgent has an urgency to satisfy his needs undeand his behaviour
different needs and whenever we have some specific context this mayay change in order to do so. Situations wherg and-N; both
overturn the default decision of the agent for a particular need. hold are in between cases where the decision of an agent to pursue a
We will follow the work of Maslow [17] from Cognitive Psychol- goal G; will depend more strongly on the other simultaneous needs
ogy (see also [18, 19]) where needs are categorized in five broatiat he may have. These conditiofisand N; vary from agent to



agent and their truth is evaluated by the agent using his knowledg@efinition 17 An agent theory expressing his decision policy on

theory. needsisatheory T = (T, P, Pc) where T and P, are defined
For example, when a robotic agent Haws_energy, that would  asabove and P contains the following types of rules. For each pair

make it non-functional, the conditialV; is satisfied and a goal like of rules Rfj, Rfl— in P we have the following rulesin Pc:

G1 = fill_up has, through the ruIeR}j for j # 1, higher priority

than any other goal. Similarly, when the energy level of the robotice H}; : h-p(R};, R%;) « true

agent is at some middle value, i-eS; and—N; hold, then the robot  ® EJ; : h—p(Rzi: R;;) « scl;

will again consider, through the ruld®; for j # 1, the goalGy to  ® Cji - hop(Ej;, HyY)  true

fill up higher than other goals provided also that in such a situation

there is no other goal whose need is critical. Hence if in addition theVhere sc}; are (special) conditions whose truth can be evaluated in

robotic agent is in great danger and heégholds then ruleR2, 7 - Therules HY; are called the basic hierarchy of the theory T and

does not apply and the robot will choose g6al = self.protect  the rules EJ; the exception policy of the theory T'. The theory Pc

which gets a higher priority througR3; . contains exactly one of the basic hierarchy rules Hi’“j and H]’Fi for
In situations as in this example, the agent has a clear choice §&Cchk =1,2 and i # j.

which goal to select. Indeed, we can show that under some suitable

conditions the agent can decide deterministically in any situation. ~ Choosing which one of the basic hierarchy rulg§ or H}; to

have determines the default preference of negdever G; or G;

over G; respectively (fork = 1 in critical situations and fok =

2 in non-critical situations). The special conditioss; define the

specific contexts under which this preference is overturned. They are

evaluated by the agent in his knowledge the®ryThey could have

different cases of definition that depend on the particular nature of

the goals and needs that we are considering in the dilemma.
Similarly, if we haveN; N N; = @ and—S; N =S, = 0 (i # ) Each choice of _the_rulesﬂi’} to include in the agent theory,

then the agent can always make a deterministic choice of which go&etermining a basic hierarchy of needs, in effect gives a differ-

to choose to address in any current situation. But these conditior@t @gent with a different basic profile of behaviour. For example,

are 100 strong. There could arise situations where, according to tHg We have Hz, in Pc (remember thaing = Af filiation and

knowledge of the agent, two needs are not satisfied and/or whef@4 = Achievement) we could say that this is aaltruistic type of

they are both urgent/critical. How will the agent decide which one to?d€nt, since under normal circumstances (i.e. not exceptional cases

perform? The agent is indilemma as its theory will give an admis- defined bysg’zg) he would give priority to the affiliation needs over

sible argument for each need. For example, a robotic agent may Hté Self-achievement needs. Whereas if we heewe could con-

the same time be low in energy and in danger. Similarly, the roboti¢!der this as aifish type of agent.

agent may be in danger but also need to carry out an urgent task of To illustrate this let us consider the specific the®gcorrespond-
helping someone. ing to Maslow’s profile for humans. This will contain the follow-

According to Maslow’s theory decisions are then taken follow-nd rules to capture the basic hierarchy of Physiologicad | over
ing a basic hierarchy amongst needs. For humans this basic hierat@fety (2) and Safety over Affiliations(a):
chy puts the Physiological needs above all other needs, Safety as
the second most important with Affiliation, Achievement and Self- ® HYy : hop(Rs, RS)) « true, fork=1,
Actualization following in this order. Under this hierarchy a robotic ® His : h-p(Ris, R31) « true, for k=1
agent would choose to fill its battery despite the danger or avoid & Hss : h-p(R33, RS,) < true, for k=1

Proposition 16 Let Py be a preference theory for an agent and
suppose that N; N N; = 0 (i # j) and that —S; = N; for each
j. Then given any two goals G;, G; only one of these goals belongs
to an admissible extension of the agents theory and thus the agent at
any situation has a deterministic choice of which need to address.

)

2
2
2

)

danger rather than give help. One way to modéPin such a hierar- @ E3,

chy of needs that helps resolve the dilemmas is as follows. For each Cs:

thp R%l;R%2 + schy

hp(E3, H}) < true

( >
pairk, s.t. k # I the theoryP,, contains only one of the rulegl,  ® E3; : hp(R3;, Ri3) + sc3;
or RY,. Deciding in this way which priority rules?!, to include in ~ ® C31 : h.p(E3,, Hi3)  true
the theory gives a basic profile to the agent. o E3 : hop(R3s, R33) < sciy

But this would only give us a partial solution to the problem not ® C3s : hop(E3,, H33)  true.
resolving dilemmas that are not related to urgent needs and a simi-
lar decision needs to be taken with respect to the second category of The conditionssc3; are exceptional circumstances under which
rules,R?, in P,. More importantly this approach is too rigid in the we prefer a safety need over a physiological need, £4. could
sense that the chosen hierarchy in this way can never be overturnbe true if an alternative supply of energy exists. Similarly fof;
under any circumstance. Often we may want a higher degree of flexand sc3,. Note that if we are in a situation of critical physiological
ibility in modeling an agent and indeed Maslow’s hierarchy of needsieed (i.eN; holds and hencdi, applies) then this theory has no
applies under the assumption of "other things being equal”. In otheexceptional circumstances (there isfi rule) where we would not
words, there maybe special circumstances where the basic hierarchyefer to satisfy this physiological need over a critical safety need.
in the profile of an agent should not be followed. For example, arSimilarly, this profile theory does not allow any affiliation need to
agent may decide, despite his basic preference to avoid danger rather preferred over a critical safety need; it does not allow a "heroic”
than help someone, to help when this is a close friend or a child.  behaviour of helping. If we want to be more flexible on this we would

We can solve these problems by extending the agent theory withdd the following rules in the profile:
a third level analogous to the specific context level presented in the
previous sections. o E3,: hop(R}s, R3) < schy

o O3 : hop(Edy, His) < true

)
)
)
)
)
)
)
)



where the conditionsci, determine the circumstances under which and take into account different factors this ability to "home in” on
the agent prefers to help despite the risk of becoming non-functionalhe relevant part of the theory is very important. Furthermore, the
e.g. when the help is for a child or a close friend in great danger.  dynamic environment of an agent where new information is acquired
Given any such profile theor. we can show that an agent can and changes to his existing theory (or policy) can be made, requires
always decide which goal to pursue once he can evaluatedhe thatthe representation framework is able to encode the agent's theory

special conditions independently Thalone. in a highly modular way so that these changes can be easily localized
and accommodated effectively.
Proposition 18 Let T = (T, P, Pc) be an agent theory accord- The argumentation framework developed and used in this paper

ing to definition 17 and G:, G; (i # j) be any two potential goals  is based on the more general and abstract notions that have emerged
addressing different needs. Then given any situation there existsan ~ from a series of previous studies on argumentation [12, 8, 11, 7, 10].
admissible argument for only one of the two goals. The basic notion that is used is that of admissibility [7] which is itself
a special case of acceptability [10]. It also follows the more recent
In practice, the agent when in a dilemma will need to deliberate ompproach of [23, 5] who have shown the need for dynamic priorities
each of the two goals and produce supporting information for eacwithin argumentation when we want to apply this to formalize law
goal. This information is the incomplete information frakj, —.5; and other related problems. Our framework is close to that of [23]
andsc}; that the agent may be missing at the current situation. Hén that it uses a similar background language of logic programming.
would then be able to test (or evaluate) in the real world which onel'hey also both have a computational model that follows a dialectical
of these supporting information holds and thus enable him to makpattern in terms of interleaving processes one for each level of argu-
the decision which need to pursue. ments in the theory. In comparison our framework is simpler using
Our argumentation based approach allows a high degree of fleenly a single notion of attack and avoids the separate use of negation
ibility in profiling deliberative agents. An agent’s profile, defined as failure that is subsumed by the use of rule priorities. In [5] dynamic
via his Pr, andPc theories, is parametric on the particular rules priorities are related to the argumentation protocols, also called rules
we choose to adopt in both of these theories. In this paper we hawf order, describing which speech acts are legal in a particular state
adopted one possibility but this is certainly not the only one. For exof the argumentation. Although the interests for application of our
ample, we could adopt a different underlying the®y, containing  framework are different its formal relation to these frameworks is an
the basic priority rules amongst needs, rather than the fixed theoryteresting problem for further study.
we have used in this paper, and use this as a new basis for profil- In the development of agent deliberation we have introduced, in
ing the agents. This issue needs to be studied further to examine tkige same spirit as [27, 2], roles and context as a means to define non-
spectrum of different agents that can be build in this way. static priorities between arguments of an agent. This helps to capture
the social dimension of agents, as it incorporates in a natural way
. the influence of the environment of interaction (which includes other
5 Related Work and Conclusions agents) on the agents "way of thinking and acting”. We have shown

In this paper we have proposed an argumentative deliberation fram89W We can encompass, within this framework, the relative roles of
work for autonomous agents and presented how this could be appli@@€nts and how these can vary dynamically depending on the exter-
in different ways. We have argued that this framework has variou§a| environment. Tr_\e repr.esentation of_this role and context informa-
desired properties of simplicity and modularity and in particular wetion 1 expressed directly in terms of priority rules which themselves
have shown how it can capture some natural aspects of the behavid@™ arguments and are reasoned about in the same way as the ob-
of an autonomous agent. The framework can embody in a direct arlfict 1evel arguments. This gives a high-level encapsulation of these
modular way any preference policy of the agent and hence can B¥tons where changes are eas!ly accommodated in a modular way.
used to support the various decision making processes of an agent.! "€ use of roles and dynamic context is a basic difference with
It can be incorporated within different models of agent architectureMost Of other works [28, 27, 21, 16, 3, 1] on agent argumenta-
For example, it could be used within the BDI model to implementtion- Our work complements and extends the approaches of [27, 2]
(with the necessary adaptations) the filter function [29] which rep_W|th emphasis on enriching the self argumentative deliberation of
resents the agent's deliberation process, for determining the agenfé! 2gent. It complements these works by linking directly the pref-
new intentions based on its current beliefs, desires and intention§'€nces between different contexts, which these works propose, to

The proposed argumentation framework also has a simple and mod-first level of roles that agents can have in a social context, called

ular computational model that facilitates the implementation of de-d€fault context, showing how roles can be used to define in a natural
liberative agents. way priorities between arguments of the agents filling these roles. It

The main characteristic of our argumentation framework is its€Xtends this previous work by incorporating reasoning on these pref-

modularity of representation and associated computation. Our workr€Nces within the process of argumentative deliberation of an agent.

rests on the premise that for a computational framework of argumen1_'his is done by introducing another dimension of context, called spe-

tation to be able to encapsulatatural forms of argumentation it is cific contht, correspopding to a second Igv_e_l of_ deliberation for the
necessary for this framework to have a high degree of modularity'?‘gent' This allows a hlgher degre_e of flexibility in the adaptation of
The argumentation theory of the agent should be able to capture [§2€ agents argumentative reasoning to a dynamically changing envi-
cally and in a direct way the decision policy and accompanied knowlfonment. In [2] the context preferences can also be dynamic but the
edge of the agent. This modularity is needed for the agent to be abfFcount of this change is envisaged to occur outside the argumenta-
to carry out his argumentative deliberation efficiently, where at eacfive deliberation of the agent. An agent decides a-priori to change the
particular instance of deliberation the computational argumentativEOntext in which he is going to deliberate. In our case the change is
process for this can be localized to the relevant (for this instancefitegrated within the deliberation process of the agent.

part of the agent's argumentation theory. In a complex problem do- Th|s'extra Ievel_ of deliberation allows us to capture the fact that
main where an agent needs to address different types of prOb|enr]§cogn|zed roles in a context have their impact and substance only
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