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Artificial Intelligence keyword since early nineties. It is particularly
used for nonmonotonic reasoning (e.g. [8, 22]) and for modeling
dialogues between agents (e.g. [3, 17, 23]). Whatever the application
is, the same kind of argumentation model is considered. It consists
of a set of arguments supporting statements and attacks among
those arguments. Acceptability semantics are then applied in order
to evaluate the arguments and to decide on which statements to
rely on. In all existing “concrete” models (i.e., non abstract ones),
arguments are built from a knowledge base whose elements are
encoded in a particular logical language. They have mainly two
parts: a conclusion and a set of premises (called support). The
conclusion follows logically from the support. In other words, the
support is seen as a logical proof for the conclusion.

Besides, argumentation is largely studied by linguists like Salavastru
[21] and Apothéloz [4]. The main focus here is on the notion

1 amgoud, prade @irit.fr

l""‘l" @ k’
and abstract logic in which negation is encoded We show that the
notion of argument is richer in linguistics than in AL Then, we show
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that some of the modes of counter-argumentation cannot be handied
properly by AI models. There are two reasons for that: The first one
is duc to the fact that in Al models, rejections of arguments are not
modeled. The second reason is related to the fact that linguists en-
code intentions behind arguments when defining counter-arguments
while this is not possible in Al models. Finally, we show that the use
of square of oppositions (a very old logical device) illuminates the
interrelations between the different forms of argumentation.

2 Argumentative Forms in Linguistics

In [4], an argument is a pair C(x) : R(y) where C is the function
of concluding and x its content, R is the function of reason and
y its content. The argument is read as follows: y is a reason for
concluding . We say that y is argumentatively oriented toward
z. The contents z and y may either be premises (propositions) or
arguments as we will see in the next section. Moreover, an argument
is an enthymeme, i.e., an incomplete syllogism. Indeed, some generic
rules relating y to x are left implicit. For instance, the argument
“Mary will miss her exams (me) since she did not work hard (wh)”



is written as C(me) : R(—wh). Thus, the rule stating that “not

suspending the conclusion h. Indeed, since Clara is on vacation, then

reason part of the argument. This is not surprising since linguists
are concerned by natural language arguments, which are very often

the work of Apothéloz, it is not.

Due to the presence of functions and contents Apotheloz argues
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and one for refuting its content Refutlng a function does not
mean that its content is also refuted. The difference between the
(where p is a propositional formula and  stands for the classical
consequence relation). Let — denote both types of negation. These

y is not a reason for concluding x
Y) y is a reason against concluding x

cs  —C(z): R(
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The contents x and y can themselves be replaced by their nega-
tion, leading to a combinatorics of 16 distinct argumentative forms,
which includes C(—z) : R(y) (y is areason for concluding ‘not x”),
or C(x) : R(—y) (‘not y’ is a reason for concluding x). It is worth
noticing that only the forms c¢; and c3 are arguments. The forms c2
and c4 are rejections of arguments. The form c; allows the represen-
tation of two epistemic states: one in which « is true and one in which
x is false (i.e., —x is true). However, the form c3 encodes ignorance
wrt. x. It expresses the fact that the conclusion x cannot be made but
this does noi mean neither that —x is irue. Let us illusiraie the four

A: Clara is at home (h). There is light from her window (1).

B: The fact that there is light from the window does not mean
that she is at home.

C: But, she is on vacation! (v)

D: The fact that she is on vacation does not mean that she can-
not be at home.

Agent A presents the argument C(h) : R(l) which is of form ¢;.
Agent B rejects this argument. Note that B is not refuting ! (i.e.,
he is not saying that there is no light from Clara’s window). He is
neither saying that the conclusion h is false, but he is refuting the
fact that [ may play the function of reason in favor of h. This move
is written as C(h) : —R(l), that is of the form cz. Apothéloz argued
that this rejection aims at refuting C(h), thus it can be considered as
an argument, —C(h) : R(C(h) : —R(l)), which is read as follows:
the fact of rejecting the argument C(h) : R(l) gives a reason for
suspending the conclusion C(x). The agent C' does not know whether
Clara is at home or not, but thinks that he has a good reason for

as —C(h)
on the function C and not on the content h since —h would mean that

: R(v), i.e., it has the form c3. Note that the negation is

D thinks that the fact that Clara is on vacation is not a sufﬁc1ent
reason for suspending the conclusion h. This move is then encoded

2. Disputing the completeness of the reason y. This is done by pro-

that is presented as being more decisive than the reason y.
3. Disputing the relevance of the reason with respect to the conclu-

4. Dlsputing the argumentatzve orzentatzon of the reason, by statlng

Throughout the paper, K stands either for C(—z) or for —C(x).

3.1 Disputing the Plausibility of a Reason (DPR)

Disputing the plausibility of the reason of an argument C(z) : R(y)
amounts to prove that y is false. Apothéloz argued that there are three
ways for doing that:

1. By asserting an argument of the form K : R(—y). In this case,
no reason is given in favor of —y. Let us consider the following
example.

a1: Clara will miss her exams (me). She did not work hard (—wh).

The argument a; is written as C(me) : R(—wh). The counter-
argument az intends blocking the conclusion me and is thus en-
coded as —C(me) : R(wh). Recall that this does not mean that
—me is true or even supported.

2. By asserting an argument K : R(C(—y) : R(z)), that is by pro-
viding a reason against y as illustrated below.

a3: No, she worked hard. Her eyes are encircled (ee).

Here, not only the premise —wh is denied but it is also supported
by a reason, that is C(wh) : R(ee). This argument gives a reason
for not concluding me, thus the following argument: —C(me) :
R(C(wh) : R(ee)).

3. By asserting an argument of the form C(C(z) : —R(y)) : R(—y).
Here, the fact of denying y is considered as a reason for rejecting
the whole argument C(z) : R(y). This is illustrated by the fol-
lowing example:

a4: Clara works hard (wh) because she is ambitious (am).

as: It is not by ambition that Clara works hard. She is not ambi-
tious.



The argument a4 is written as C(wh) : R(am). The intention

the two previous cases. The agent providing this argument seems
agree on wh but not on am. His intention then, is to reject the

R(—am). Note that the conclusion of as is a rejection of an argu-
ment.

To sum up, by denying the reason y of an argument C(x) : R(y),
one intends either blocking the conclusion z (cases 1 and 2) or reject-

Here the agent who uttered the argument ag may agree that the
premise —wh is true, but thinks that it is not sufficient to conclude
me. Indeed, there is a stronger reason which prevents this
conclusion. Thus, the argument as is given as C(—me) : R(sm).
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a7: But Clara is very smart.

In this case, the agent does not know whether Clara will miss or
not her exams but he provides an argument against concluding that
she will miss them. Thus, a7 is as follows: —C(me) : R(sm). It
is worth noticing that this example is similar to the following one

provided by Pollock in [16].
ag: This object is red (or) since it looks red (Ir).

ay: But the object is illuminated by a red light (irl).

The argument asg is written as C(or) : R(lr) while the argument
ayg is defined as —C(or) : R(irl) and its role is to prevent con-
cluding or.

2. The second possibility is more tricky. It consists of giving a reason
that is in favor of y but which is anti-oriented toward the conclu-
sion x. The counter-argument has the form: K : R(C(y) : R(z)).
Let us illustrate this form of counter-argumentation by a simple
example:

a1o: Paulis in his office (of) because his car is in the carpark (pa).

a11: But the car is in the carpark because it is broken down (br).

According to the argument a0, written as C(of) : R(pa), the
fact that Paul’s car is in the carpark is a reason to think that Paul
is still in his office. The reply a1: gives an explanation why the
car is in the carpark: thus an argument C(pa) : R(br). However,
this explanation is anti-oriented toward the conclusion of, i.e.,
it blocks this conclusion. The argument aq: is thus defined as

follows: —C(of) : R(C(pa) : R(br)).

It is worth mentioning that in AI works on bipolar argumenta-
tion systems, namely the work by Cayrol and Lagasquire [7], an

considered as a support for this latter. Namely, they would con-
sider the argument C(pa) : R(br) as supporting the argument a1

tion has a positive flavor and the conclusion of an argument which
is supported by other arguments is strengthen. Unfortunately, the

and the conclusion “Paul is in his office” (of) is suspended after
receiving the argument a1;.

1. By giving an argument of the form IC : R(C(y) : R(z)) showing

irrelevance and incompleteness of the reason.

2. By blocking the conclusion x via a rejection of the argument as
follows: —C(z) : R(C(x) : —R(y)). Let us illustrate this case by
considering the argument a; and with the reply a12.

The intention behind such an argument is clearly to suspend the
conclusion me by rejecting the fact that —wh may play the role

of a reason in favor of me. Note that in thig renly, it ig admitted
of a reason in favor of me. Note that in thig reply, 1t ig admitted

that Clara does not work hard (i.e., the reason y is true).
3. By rejecting the argument, i.e., by uttering C(x) : —R(y). An
exampie would be:

a13: She will not miss her exams because she did not work hard, but
rather because of the stress (st).

In this example both x and y are recognized as true, but y is
not the real reason for x being true. The real reason is st, that
is C(me) : R(st). Note that C(me) : R(st) alone does not ex-
press the fact that the first argument is attacked or rejected. The
rejection is expressed by C(me) : —R(—wh).

3.4 Disputing the Argumentative Orientation of a
Reason (DOR)

The fourth mode of counter-argumentation in [4] consists of disput-
ing the argumentative orientation of the reason. The idea is that the

reason y is not in favor of the conclusion x as stated in the argu-
ment C(x) : R(y) but in favor of the opposite conclusion, that is
C(—x) : R(y). Let us illustrate this idea by the following example

borrowed from [5].

ai4: ‘A World Apart’ is not a good film (—g f). It does not teach us
anything new about apartheid (—ta).



a1s: That’s precisely what makes it good.

Clof) : R(~ta).

supports the opposite conclusion with the same premise.

with the premise —ta. The counter argument ais,

4 Argumentative Forms in Al

by linguists. The definition is semi- formal since the hnk between

the support and the conclusion is not specified, and the properties of

These contents cannot be arguments, thus arguments of the forms

~R(y))

K : ’R(C(—y? : ’R( )), or C(C(m)

be

¢ R(—y) cannot

the definition of linguists is that arguments are not entymemes.
Assume that (]L CN) is propositional loglc then the argument a1,

(me{ wh —wh — me}
implicit in C(me) : R(—wh).

he generic rule —wh — me is left
inally, remember that Apothéloz de-
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C(z) : —R(y) and —C(z) : —R(y). Only the two first ones are
arguments and the two others are rejections of arguments. The

in [4] and from other works on natural language argumentation
(e.g., [18, 20]), arguments are enthymemes. Thus, the content of

Indeed, it allows to provide a reason either for = or for —z, but it
does not block conclusions, i.e., does not express ignorance wrt x.

argument stating that Clara will miss her exams since she did not
work hard (C(me) : R(—wh)) is based on an implicit generic rule

a knowledge base

Let CN be a consequence operator, that is CN : 2 — 2F We
do not assume particular requirements on CN. Finally, from the logic
(L, CN), a notion of consistency is defined as in [24], that is a set
X C L is consistent iff CN(X) # L. Propositional logic is used
in some places only to illustrate issues. An argument is defined as
follows:

Definition 1 (Argument) An argument is a pair (x,y) s.t

yCL

y s consistent

x € Cl(y)

' CystxecCNy)

x is the conclusion of the argument whereas 1y is its reason/support.

In this definition, the function of reason and that of conclu-
sion are not explicit. However, their contents are clearly defined.

this drawback is shared by those argumentation systems that reason
about arguments [12, 26], i.e., where arguments may support other
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argument (z’, z) where 2’ is —t and M y. This relation

is known in argumentation literature as assumption attack [9].

At a first glance, it seems to correspond exactly to disputing the

plausibility of a reason in [4], especially since arguments are en-

thymemes in that work, thus the content of the reason is facts.

However, this is not always the case. Indeed, since Definition 1

does not allow neither blocking conclusions nor supporting ar-

guments, the intentions behind the three cases of disputing the
plausibility of a reason cannot be encoded. Let us revisit the ex-
amples presented before. The two arguments a1 and as are en-
coded as follows: a; = (me, {—wh, —wh — me}) and az =

(wh, {wh}) while in [4], a2 = —C(me) : R(wh). The reply

as is defined as (wh, {ee,ee — wh}) while Apothéloz writes

—C(me) : R(C(wh) : R(ee)). Finally, the two arguments a4

and espectively as: (mh Inm am — wh.}),
(—am,{—am}) whlle as is written as C(C(wh) : —R(am)) :
R(—am) by Apothéloz.

3. By disputing the applicability of a generic rule t in the support
y, i.e., t € y N R. The idea is that the rule ¢ is true in general
but not applicable in a certain situation. This relation, called un-
dercut, was defined in [16]. Several cases discussed by Apothéloz




mpleteness

fall into this relation. The first way of disputing the co

rule —wh — me when a person is smart (sm). The argument
a9 = —C(or) : R(irl) aims at blocking the application of the
rule (‘when an object looks red the it is red’ (Ir — or)) when the
object is illuminated by a red light (érl). Similarly, the argument
a1 blocks the applicability of the generic rule saying that if Paul’s
car is in the carpark, then Paul is in his office (pa — of). It is im-
portant to notice that the phenomenon of blocking a generic rule
raises in default reasoning. Indeed, a rule is blocked in presence
of an exception.

4. By disputing a generic rule, that is by asserting that it is false.

dercut and rebut. While the differences may be crucial for evaluating

J

fact without justification. Moreover, from a dialogical point of view,
it is important to be able to represent accurately the moves of the
agents. In our formalism, the rejection of an argument (DRR3) is not
possible while such a move is very common in dialogues.

5 Organizing Argumentative Statements in a
Square of Opposition

A key point in the categorization introduced by Apothéloz in [4] is
the presence of two kinds of negation, one pertaining to the contents
x or y, and the other to the functions R or C. It has been observed
that such a double system of negations gives birth to a formal logical
structure called square of opposition, which dates back Aristotle’s
time (see, e.g., [14] for a historical and philosophical account). We
first briefly recall what this object is, since it has been somewhat
neglected in modern logic.

5.1 Classical Squares of Opposition

It has been noticed for a long time that a statement (A) of the form
“every a is p" is negated by the statement (O) “some a is not p",
while a statement like (E) “no a is p" is clearly in even stronger op-
position to the first statement (A). These three statements, together
with the negation of the last statement, namely (I) “some a is p", give
birth to the square of opposition in terms of quantifiers A : Va p(a),
E : Va —p(a), I : 3a p(a), O : Ja —p(a), pictured in Figure 5.1.
Such a square is usually denoted by the letters A, I (affirmative half)
and E, O (negative half). The names of the vertices comes from a
traditional Latin reading: AffIrmo, nEgO). Another standard exam-
ple of the square of opposition is in terms of modalities: A : Or,

E :O-r,1:0r, O : Q—r. As can be seen from these two exam-

Definition 2 (Square of opposition) Four statements A,E,O,I
make a square of opposition if and only if the following relations
hold:

A and O are the negation of each other, as well as E and I;

A entails I, and E entails O;

A and E cannot be true together, but may be false together, while
I and O cannot be false together, but may be true together.

N~

Figure 1. Square of opposition

there is no s. Similarly » #Z L is assumed in the modal logic case.
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The observation that two negations are at work in the argumentative
statements classified by Apothéloz [4] has recently led Constantin
Salavastru [21] to propose to organize the four basic statements into
a square of opposition; see also [13]. However, his proposal may
be discussed on one point, as we are going to see. Indeed, taking
C(z) : R(y) for vertex A, leads to take its negation C(z) : —R(y)
for O. Can we take —C(x) : R(y) for E? This first supposes that A
and E are mutually exclusive, which is clearly the case. Then, we
have to take the negation of E for I, i.e., —C(z) : —R(y). We have
still to check that A entails I and E entails O, as well as condition
(4) above. If y is a reason for not concluding x, then certainly y is
not a reason for concluding x, so E entails O; similarly y is a reason
for concluding x entails that y is not a reason for not concluding z,
i.e., A entails /. Finally, y may be a reason neither for concluding
z nor for not concluding x. This gives birth to the argumentative
square of opposition of Figure 2.

It can be checked that the contradiction relation (1) holds, as well as
the relations (2), (3), and (4) of Def. 2.

Proposition 1 The four argumentative forms A = C(x) : R(y),
E=—C(z): R(y), O =C(z) : =R(y), I = —C(x) : —R(y)

make a square of opposition.

Note that we should assume that C(z) R(y) is not self-
contradictory (or self-attacking) in order that the square of opposition
makes sense. In propositional logic, this would mean that t Ay # L.

This square departs from the one obtained by Salavastru in [21]
where vertices A and I as well as E and O are exchanged: in other



Assumi)tion attack on facts
Assumption attack on facts

Rebut
Undercut

Table 1. The four modes of counter-argumentation and attack relations

words the entailments (2) are put in the wrong way. This may come
from a misunderstanding of the remark made in [4] that the rejection
C(x) : —R(y) is itself a reason for not concluding =, which can be
written —C(z) : R(C(z) : —R(y)). But this does not mean that
C(x) : —R(y) entails —C(x) : R(y) since it may be the case, for
instance, that C(—z) : R(y). Salavastru made another mistake re-
garding the link between A and /. He assumed that [ entails A. Let
us show through a simpie exampie ihai this implicaiion is faise, bui
it is rather in the other way around.

a1t The fact that Paul is a French citizen fr is not a reason to not
conclude that he is smart st.

This is clearly a statement of form cq, i.e., —C(sm) : —R(fr).
The question now is: does this statement entails the argument
C(sm) : R(fr) (i.e., the fact that Paul is french is a reason to con-
clude that he is smart)? The answer is certainly no. However, the con-
verse is true. That is C(sm) : R(fr) implies —C(sm) : —R(fr).

6 Conclusion

This paper reported a very interesting work by linguists on argumen-
tation theory, and analyzed it from an Al perspective. Indeed, we
have shown how linguists define the notion of argument by making
explicit two functions: a function of conclusion and a function of rea-
son. This allows also to have two types of negation: one for refuting
a function and another one for disputing its content. These double
negations give birth to four argumentative forms: two of which are
arguments and two others are only rejections of arguments. We have
shown through examples that the four forms are meaningful and very
frequent in natural language dialogues. We have then shown the four

gumentative forms constitute a square of opposition. A future work

REFERENCES

[1] L. Amgoud and Ph. Besnard, ‘Bridging the gap between abstract argu-
mentation systems and logic’, in International Conference on Scalable
Uncertainty Management (SUM’09), pp. 12-27, (2009).

[2] L. Amgoud, M. Caminada, C. Cayrol, MC. Lagasquie, and H. Prakken,
“Towards a consensual formal model: inference part’, in Deliverable
D2.2 of ASPIC project, (2004).

[3] L. Amgoud, Y. Dimopoulos, and P. Moraitis, ‘A unified and general
framework for argumentation-based negotiation’, in Proceedings of the
6th International Joint Conference on Autonomous Agents and Multia-
gent Systems (AAMAS’07), pp. 963-970. ACM Press, (2007).

D. Ancthdloz. ‘Eganigse d’un catalooue des formes de la contre-
L. Apomei0Z, "CSQuUiss€ G un Cata:dgue GES Iormes Geé ia oonue

argumentation’, Travaux du Centre de Recherches Sémiologiques, 57,
69-86, (1989).

[5]1 D. Apothéloz, P. Brandt, and G. Quiroz, ‘Champ et effets de la néga-
tion argumentative : contre-argumentation et mise en cause’, Argumen-
tation, 6, 99-113, (1992).

[6] P.Blackburn, Logique de I’Argumentation, Editions du Renouveau Péd-
agogique, Saint-Laurent, Québec, 1989.

[7] C. Cayrol and M. Lagasquie, ‘On the acceptability of arguments in
bipolar argumentation frameworks’, in Proceedings of the European
Conference on Symbolic and Quantitative Approaches to Reasoning
and Uncertainty (ECSQARU’2005), pp. 378-389, (2005).

[8] P.M. Dung, ‘On the acceptability of arguments and its fundamental role
in nonmonotonic reasoning, logic programming and n-person games’,
Artificial Intelligence Journal, 77, 321-357, (1995).

[9] M. Elvang-Goransson, J. Fox, and P. Krause, ‘Dialectic reasoning with
inconsistent information’, in Proceedings of the Conference on Uncer-
tainty in Artificial Intelligence (UAI’93), pp. 114-121, (1993).

[10] C. L. Hamblin, Fallacies, Methuen, London, UK, 1970.

[11] A. Hunter, ‘Base logics in argumentation’, in Proceedings of
COMMA’10, pp. 275-286.

[12] S. Modgil and T. Bench-Capon, ‘Metalevel argumentation’, Journal
Logic and Computation, 21(6), 959—-1003, (2011).

[13] A. Moretti, ‘Argumentation theory and the geometry of opposition (ab-
stract)’, in 7th Conference of the Inter. Soc. for the Study of Argumen-
tation (ISSA’10), (2010).



[14] T. Parsons, ‘The traditional square of opposition’, The Stanford Ency-
clopedia of Philosophy (Fall 2008 Edition), (2008).
[15] C. Perelman and L. Olbrechts-Tyteca, The New Rhetoric: a Treatise on

OW to reason defeasﬂ)ly , Artificial Intelligence ]ournal,

J. Pollock,

-4

CAI’99), pp. 876-881, (1999).
N. Rescher, Dialectics: A controversy-oriented approach to the theory
of knowledge, State University of New York Press, 1977.

Meeting of the Chicago Linguistics Society, pp. 545-554, (1977).

Paris, 2007.

[22] G.R. Simari and R.P. Loui, ‘A mathematical treatment of defeasible
reasoning and its implementation’, Artificial Intelligence Journal, 53,
125-157, (1992).

[23] K. Sycara, ‘Persuasive argumentation in negotiation’, Theory and De-
cision, 28, 203-242, (1990).

[24] A. Tarski, On Some Fundamental Concepts of Metamathematics,

Logic, Semantics, Metamathematic. Edited and translated by J. H.

[26] M. Wooldridge, P. M

cBurney, and S. Parsons, ‘On the meta-logic of




